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5.2 Exponential Distribution

Let X be of exponential distribution with rate A\: X ~ Exp()).
> Density: fx(x) = e ™ for x >0
» CDF: Fx(x)=1—e ™ for x >0
> E(X) =1/ Var(X) =1/)\?
> If Xq,..., X, are i.i.d Exp()), then
Sp=X1+ -+ Xy, ~ Gamma(n, \), with density

(At)nfl

fs,(x) = Ae™ (n 1)
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The Exponential Distribution is Memoryless (x * x  x)

P(X>t+s/X>t)=P(X>5s)
Proof.

P(X >t+sand X > t)
P(X > t)
P(X > t+s)
P(X > t)
e—Mt+s)

=— = e M =P(X >s)

P(X >t+s|X >t)=

Implication. If the lifetime of batteries has an Exponential
distribution, then a used battery is as good as a new one, as long
as it's not dead!
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Another Important Property of the Exponential

If X1,...,X, are independent, X;, ~ Exp()\;) for i =1,..., n then
(i) min(Xq,...,Xp) ~ Exp(A1 +---+ Ap), and
Aj

(”) P()(J = min(Xl, .- 'aX”)) = m

Proof of (i)

P(min(X1,...,Xn) > t) = P(Xy > t,..., X, > 1)

=P(Xy >1t)...P(X, >t)=e Mi...eg7 Mt
— e~ (MttAn)t
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Proof of (ii)

P( i = min Xl,...,X,,))
P(Xj < Xjfori=1,...,n,i#j)

g

P(X; < X; for i # j|X; = t)\je Ntdt

P t < X; fori #j))\je_Ajtdt

g

I
hﬁﬁ

Ae V[ P(X > t)dt
i#j

/ Aj e N tHe_’\ tdt

i#
0
Aj
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Example 5.8: Post Office

> A post office has two clerks.
» Service times for clerk i ~ Exp(\;), i =1, 2

» When you arrive, both clerks are busy but no one else waiting.
You will enter service when either clerk becomes free.

» Find E[T], where T = the amount of time you spend in the
post office.

Solution. Let R; = remaining service time of the customer with
clerk i, i=1, 2.

» Note R;'s are indep. ~ Exp(};), i =1, 2 by the memoryless
property

» Observe T = min(Ry, R2) + S where S is your service time

» Using the property of exponential distributions,

. . 1
min(Ry, R2) ~ Exp(A1+X2) = E[min(Ry, R2)] = S
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Example 5.8: Post Office (Cont'd)

As for your service time S, observe that

S EXP()\I) if Rl < R2 E[S’Rl < RQ] = 1/A1
Exp(\2) if Ro< Ry ~ E[S|R<Ri]=1/x

Recall that P(R1 < R2) = A\1/(A1 + A2) So

]E[S] = E[S‘Rl < R2]P(R]_ < R2) +E[5‘R2 < R]_]P(R2 < Rl)
I S RS SR PR
A M tA X Mt A At A

Hence the expected amount of time you spend in the post office is

E[T] = E[min(Ry, R,)] + E[S]
B 1 n 2 _ 3
At A A A+
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5.3.1. Counting Processes

time
F — - - >
0

A counting process {N(t)} is a cumulative count of number of
events happened up to time t.

Definition.
A stochastic processes {N(t),t > 0} is a counting process
satisfying
(i) N(t)=0,1,... (integer valued),
(ii) If s < t, then N(s) < N(t).
(iii) For s <'t, N(t) — N(s) = number of events that occur in the
interval (s, t].
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Definition.

A process {X(t),t > 0} is said to have stationary increments if for
any t > s, the distribution of X(t) — X(s) depends on s and t only
through the difference t — s, for all s < t.

That is, X(t + a) — X(s + a) has the same distribution as

X(t) — X(s) for any constant a.

Definition.

A process {X(t),t > 0} is said to have independent increments if
forany s1 < t1 < s < trh <...< s, < ty, the random variable
X(t1) — X(s1), X(t2) — X(s2),-..,X(tk) — X(sk) are independent,
i.e. the numbers of events that occur in disjoint time intervals are
independent.

Example. Simple random walk {X,, n > 0} is a process with
independent and stationary increment, since X, = >~} _ £y where
£k's are ii.d with P(& =1)=pand P& =-1)=1—p.
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Definition 5.1 of Poisson Processes

A Poisson process with rate A > 0 {N(t),t > 0} is a counting
process satisfying

(i) N(0) =0,
(i) For s <t, N(t) — N(s) is independent of N(s) (independent
increment)
(iii) For s <t, N(t) — N(s) ~ Poi(\(t — s)), i.e.,

P(N(t) — N(s) = k) = eA(ts>(A(fk—|s))k

Remark: In (iii), the distribution of N(t) — N(s) dependson t —s
only, not s, which implies N(t) has stationary increment.

Lecture 9 - 10



Definition 5.3 of Poisson Processes
The counting process {N(t),t > 0} is said to be a Poisson process
having rate A\, A > 0, if

(i) N(0) =0.

(i) The process has stationary and independent increments.

(i) P(N(h) =1) = Ah+ o(h). We say f(h) = o(h)

(iv) P(N(h) > 2) = o(h). means f(h)/h ----> 0 as

h-->0

Theorem 5.1 Definitions 5.1 and 5.3 are equivalent.f(h):h/\1.5=0(h)
[Proof of Definitions 5.1 = Definition 5.3]
From Definitions 5.1, N(h) ~ Poi(h). Thus

P(N(h) = 1) = Ahe " = Ah + o(h)
P(N(h) >2)=1—-P(N(h) =0) —P(N(h) =1)
=1—e M _Xhe ™" = o(h)
Proof of Definitions 5.3 = Definition 5.1:

See p.299-300 in textbook (p.315 in 10ed)
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