STAT253/317 Winter 2021 Lecture 24

Yibi Huang

e Brownian Motion with Drift
e Stopping Time, Strong Markov Property (Review)
e Wald's Identities for Brownian Motion
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Brownian Motion with Drift

A stochastic process {B(t),t > 0} is said to be a Brownian motion
process with drift coefficient jv and variance parameter o if

(i) B(0) =0;
(i) {B(t),t > 0} has stationary and independent increments;
(iii) for every t > 0,5 >0, B(t +s) — B(s) ~ N(ut,0?t)
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Stopping Time (Review)
For a continuous time stochastic process {X(t),t > 0}, a stopping
time T with respect to {X(t),t > 0} is a nonnegative random
variable, such that the event {T < t} depends only on
{X(s),0 < s < t} burmot{s)rs—=t].

Remark: If T is a stopping time with respect to {X(t),t > 0}, for
each non-random n > 0, the stopping time truncated at n

(T A n) defined as min(T, n)

is also a stopping time with respective to {X(t),t > 0}.
Reason: {(T An) <t} ={T <t}uUu{n<t}
» The event {n < t} is non-random, does not depend on {X(s)}
» The event {T < t} depends only on {X(s),0 < s < t} but
not {X(s),s > t} since T is a stopping time
Hence the event {(T A n) < t} depends on {X(s),0 <s < t} only
but not {X(s),s > t}, which shows (T A n) is also a stopping time.
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Strong Markov Property (Review)
Let {B(t),t > 0} be a Brownian Motion (with drift x), and let T
be a stopping time respective to {B(t),t > 0}. Then
(a) Define Z(t) =B(t+ T)—B(T), t>0.
Then {Z(t),t > 0} is also a Brownian Motion with drift
(b) Foreach t >0, {Z(s),0 <s < t} is independent of
{B(5),0<s< T}
Remark: If T is not a stopping time, the Strong Markov Property
may not be true. For example, let
T = Tmax = min {t : B(t) = omax, B(s)},
where {B(t),t > 0} is a standard Brownian motion.

» Tmax is not a stopping time since the event { Trax < t}
depends not just {B(s),0 < s < t}, but on the entire
{B(s),0 <s<1}.

» Since B(Tmax) will be the maximum of {B(s),0 <s <1},
B(t + Tmax) — B(Tmax) will be <0 for t <1 — Tpyayx, and

hence is not Brownian motion
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Wald's Identities for Brownian Motion

If {B(t),t > 0} is a Brownian motion process with drift x and
variance parameter 2, and T is a bounded stopping time with
respect to {B(t)}, then
(i) E[B(T)] = uE[T],
(i) E[BX(T)] = oE[T] + p’E[T?],
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(i) E[e?B(M=-0n+=)T1 = 1 forall § € R

Remark:

» For nonrandom times T = t, the identities follows from the
elementary properties of the normal distribution

» If T is unbounded, the identities may not be true

» Example: if T = T; be the hitting time to value 1 of a
standard Brownian motion, then B(T) = 1. So E[B(T)] # 0.

» If T is not a stopping time, the identities may also fail.
» Example: if T = Tyax = min{t: B(t) = maxo<s<1 B(s)}
then E[B( Tmax)] = E[maxogsgl B(S)] > 0.
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Application of Wald's ldentities
For constants a,b > 0 Let T = T_, ;, be the first time t such that

the standard Brownian Motion process hit —a or b
T_.p=min{t: B(t) = —a, or B(t) = b}
> T is a stopping time since the event
< = > i < —
(T=8 = {222, 86) 2 b} U{ jmin, B5) = =2},

depends on {B(s),0 < s < t} only.
» T is finite, but unbounded = Wald's identities may not apply.
» However, for each integer n > 1, the random variable

T A n=min(T,n) is a bounded stopping time.

By the first and second Wald's identities, we have

E[B(T An)]=0 and E[B*(T An)]=E[T An
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Application of Wald's Identities (Cont'd)

>

>
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From that —a < B(T A n) < b, we know |B(T A n)| is
uniformly bounded by a + b for all n
As P(T <o0)=1, we have ILm B(T An)=B(T) w/ prob. 1.
By Bounded Convergence Theorem,
E[B(T)] = ILm E[B(T An)]=0 (1)
E[B%(T)] = lim E[B*(T A n)] = lim E[T An] =E[T] (2)
Because B(T) = —a or b, from that
E[B(T)] = —aP(B(T) = —a) + bP(B(T) =b) =0
and that P(B(T) = —a) + P(B(T) = b) =1, it follows that
b a
P(B(T)=—-a)=——, P(B(T)=b)=
(B(T)=~a)= 5, P(BT)=b)= -,
From the above and (2), one may easily deduce that
E[T] = E[B*(T)] = a®°P(B(T) = —a)+ b*P(B(T) = b) = ab
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Exercise 10.22: T_,, for Brownian with Drift

Let {B(t),t > 0} be Brownian Motion with drift coefficient p # 0
and variance parameter 2. For constants a, b > 0 let

T =T_,p=min{t: B(t) = —a, or B(t) = b}

T is again a finite but unbounded stopping time, so Wald's
identities may not be applied directly. However, using the
truncated stopping time T A n = min( T, n) and Bounded
Convergence Theorem, we can prove that the first Wald's identity
holds for T

UE[T] = E[B(T)] = —aP(B(T) = —a) + bP(B(T) = b).

However, when p # 0, we cannot use this equation and that
P(B(T)= —a)+P(B(T) = b) =1 to solve for P(B(T) = —a)
and P(B(T) = b) since E[T] is unknown. Instead we will use the
third Wald's identity.
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Exercise 10.22: T_,; for Brownian with Drift (Cont'd)

» By the third Wald's identity, we have

92
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E[e/B(TAM=(0n+=7)(TAM =1 forallf e R.  (3)

» Let us choose = g = —2u1/0? so that the 2nd term in the
exponent of (3) vanishes. So

E[GGOB(T/\n)] -1
> —a<B(TAn)<b=|B(TAn)|<a+b
s &f0B(TAR) < Jo(a+0)|

» By the Bounded Convergence Theorem,

1= lim E[e?B(TAM] = E[e%B(T)]

n—oo

= e %2P(B(T) = —a) + e®PP(B(T) = b)
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Exercise 10.22: T_,; for Brownian with Drift (Cont'd)

Solving the equation
1=e%P(B(T) = —a) + e®P(B(T) = b)

and the equation P(B(T) = —a) + P(B(T) = b) =1 for
P(B(T) = —a) and P(B(T) = b), one can get that

690b efeoa -1
P(B(T) = —a) = m7 P(B(T)=b)= - ap

Theorem 1. Let {B(t),t > 0} be a Brownian Motion with drift
coefficient 11 # 0 and variance parameter o2, the probability that
the process reach b > 0 before hitting —a < 0 is given by

N exp(2ua/o®) —
P(B(T-p) = b) = exp(2pa/o?) — exp(—2ub/o?)
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Proof of Wald’s Identities for Brownian Motion

» Since T is bounded, there is a nonrandom N < oo such that
P(T<N)=1

» By the Strong Markov Property, the post-T process
B(t+ T)—B(T)is
» also a Brownian Motion process with drift © and variance
parameter 2, and
» independent of {B(s),0 <s < T}, and in particular,
independent of the random vector (T, B(T)).

» Hence, given that T = s the conditional distribution of
B(N) — B(T) is normal with mean p(N — s) and variance
o?(N — s). It follows that

E [eﬁ[B(N)—B(T)]—Gu(N— T)— 9202(2;\/7 D)

T, B(T)] —1
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Proof of Wald's Identities (Cont'd)

Therefore

E[GGB(T)—Q;A

_ E[e/B(T)~0nT~" 2T] <1

_ E[ees(T)—eﬂT—%]

xE[e“’[B(’V)*B( Jl—0u(N-T)— %

7.B(T))

T,B(T)]

—E [IE [eas(T)—euT—@H[B(N)_B(T)]_GM(N_T) P2o2-m)

_E [E [eos(/v)feu/vf@

T, B( T)”

_ E[ees(N)feﬂNf@] _q

This proves the third identity.

The first and second identity can be derived by differentiating the
third identity with respective to 6 once and twice respectively, and
letting 6 = 0.
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