STAT 222 Lecture 13-14
Chapter 7 General Factorial Designs

Yibi Huang
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Outline

» General Factorial Designs

» Definition of 3-way and k-way interactions
» 3-way interaction plots

» Parameter estimates

» Sum of Squares, dfs, and the ANOVA table

» Hierarchy
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3-Way and k-Way Interactions
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3-Way Interaction Contrast
Based on the means model yji ¢ = pjj + €jjke of a 3-way design, a
3-way interaction contrast between level (i1, ip) for factor A, level
(J1, j2) for factor B, and level (ki, k2) for factor C is defined to be
Pivjiki = Pigjike — Firjoki — Hivjike T Higjoka T Pigjiks + Rirjoky — Fizjakeo
Observe that any two pc's in the contrast have

opposite

one i : odd .
identical signs if they differ by an even number of indexes.
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3-Way Interaction Contrast
Based on the means model yji ¢ = pjj + €jjke of a 3-way design, a
3-way interaction contrast between level (i1, ip) for factor A, level
(J1, j2) for factor B, and level (ki, k2) for factor C is defined to be
Pivjiki = Pigjike — Firjoki — Hivjike T Higjoka T Pigjiks + Rirjoky — Fizjakeo
Observe that any two pc's in the contrast have

opposite . . . odd .
OPPOS signs if they differ by an number of indexes.
identical even
The 3-way interaction contrast above has 3 interpretations:
Mijiki = Bisjike = Mivak = Migike T Higjoky T Bipjike T Bivake = Pizjake
= (/’l’iljlkl — Mirjiky — Hivjoky + :u‘l'zjzlq) - (:U‘I'1J1k2 — Mirji ko — Hivjoko + Mbjzkz)

AB interaction contrast when C = kg AB interaction contrast when C = ky

= (:U’fljlkl — Mijoky = Bivjiko T :U’flj2/<2) - (:ufzilkl —Hiyjoky = Minjik, + Mi2.i2k2)

BC interaction contrast when A = i} BC interaction contrast when A = i,

= (:LLiljlkl —Hirjik — Mivjiks + Higjy kz) - (/u‘hjzh — Hiyjoly — Hirjoky + :uizjzkz)

AC interaction contrast when B = ji AC interaction contrast when B = j»
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3-Way Interaction Plots
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Three-Way Interactions
We say factors A, B, and C have three-way interactions if
» an AB interaction contrast changes with the levels of C, or

» a BC interaction contrast changes with the levels of A, or
» an AC interaction contrast changes with the levels of B.

Eg.,
Cisfixedat 1 Cis fixed at 2
> 10— H311 > 15 H3z12
S ©
[« c <
8 A H321 8
S o Ma1y S o H212
_5 ~a—-{B=1 111A,11 _5 ~—B=1 112
= 221 =
‘—§ o % H_BZZA“MZ-A‘HZ‘ZZ
e B=2at2a 2 -4 Hax
o o a o
I I I I I I
1 2 3 1 2 3
Factor A Factor A

6/44



Three-Way Interactions
We say factors A, B, and C have three-way interactions if

» an AB interaction contrast changes with the levels of C, or

» a BC interaction contrast changes with the levels of A, or
» an AC interaction contrast changes with the levels of B.

Eg.,

Population Mean of Y

Cisfixedat 1
0 - Ha11
~ A H321
o - P2}1'
4B =1 /'/
o 111, A H221
B =2 aMa
o -
I I I
1 2 3
Factor A

No AB interactions
when C is fixed at 1

Population Mean of Y

Cis fixed at 2
0 - Ha12
ﬁ- p—
™ H212
o B=1 112
a-B=2 AH122-A‘|42‘22

T A M3z
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1 2 3

Factor A

AB have interactions
when C is fixed at 2
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Example 2: Three-Way Interactions

Population Mean of Y

AB have interactions
when C is fixed at 1

~ _ M
o -
Ho11
N Hi21
B=24A-_ o
— S--A
o -
I I
1 2
Factor A

Population Mean of Y

AB have interactions
when C is fixed at 2

< -
Hi12 Hz12
™ =1
Hi22
N B=2a__
Tl Hoz2
— “A
o -
I I
1 2
Factor A
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Example 2: Three-Way Interactions
AB have interactions

when C is fixed at 1

> ¥ _ M

u6 =

c o

a

g \ll

s N 5 2l1121

9 =2A___

5 ] - b

>

o

o

T o
I I
1 2
Factor A

The AB interaction contrast (u11x — po1k) — (f12k — H22k)
depends on the level k of factor C. Hence there exist ABC 3-way

interactions.

Population Mean of Y

AB have interactions
when C is fixed at 2

q-_

Hi12 Hz12
™ =1

Hi22
N B=2a__

Tl a2z
— “A
o_
I I
1 2
Factor A

(111 — po11) — (121 — po21) >0
(p112 — p212) — (pa22 — po22) <0

=0

>0
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It can be hard to tell graphically whether ABC interaction is
present when AB interactions exist at both levels of C.

Population Mean of Y

Cisfixedat1
o0 —
B=2 A\“lZl
O — \\
B=1 ~H11\‘
< - Ha11
N — X
A Ho21
e~ T T
1 2
Factor A

Population Mean of Y

Cis fixed at 2
w—- B=2 a2
© — S

S Ho12

<-4 B=1 2 T Moo
N —
e~ T T

1 2

Factor A
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It can be hard to tell graphically whether ABC interaction is
present when AB interactions exist at both levels of C.

Cisfixedat 1 Cis fixed at 2
%oo— ?600— B=2aM22
c B=2aHt2a c .
© N © N
% B=1 oJ!l;L\‘ % o H212
S < H211 c <-4 B=1 (P TA H222
S . S
o ©
S N X S N
o2 A Hoz1 s
& o= T T & o= T T
1 2 1 2
Factor A Factor A

BE—1 B-2 | B=1 B=2
A=1|mu=5 pwma=7|ppi2=4 p2n=38
A=2 po11 =4 pmi=1|p2=5 pon=4

The AB interactions at the two levels of C are equal and hence
there is no ABC interaction.

(p111 — po11) — (pa21 — poz1) = (5—4) — (7 - 1)
(112 — p212) — (pa22 — po22) = (4 —5) — (8 — 4)

-5
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Higher Order Interactions

» An ABCD 4-way interaction contrast is

» the difference of some ABC 3-way interaction contrast at two
different levels of D

» the difference of some ABD 3-way interaction contrast at two
different levels of C

> the difference of some ACD 3-way interaction contrast at two
different levels of B

» the difference of some BCD 3-way interaction contrast at two
different levels of A
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Higher Order Interactions

» An ABCD 4-way interaction contrast is

» the difference of some ABC 3-way interaction contrast at two
different levels of D

» the difference of some ABD 3-way interaction contrast at two
different levels of C

> the difference of some ACD 3-way interaction contrast at two
different levels of B

» the difference of some BCD 3-way interaction contrast at two
different levels of A

» We say ABCD have 4-way interactions if any of the ABCD
4-way interaction contrast is non-zero or if any 3-way
interaction contrast between any 3 of the 4 factors changes
with the levels of a 4th factor.

» e.g., if some ACD 3-way interaction contrast changes with the
levels of factor B, then there exist ABCD 4-way interaction
» We say k factors have k-way interactions means the

(k — 1)-way interaction of any (k — 1) of the k factors changes
with the levels of a kth factor.
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General Factorial Models
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General Factorial Models

The model and analysis of multi-way factorial data are

4-way factorial design with factors A, B, C, and D

generalization of those for two-way factorial data. E.g., consider a
means model

D Yijkem = Hijke T Eijkem

| = 1 ,d, j == 1, 7ba
for {k=1,....c (=1,
m=1,
effects model: yjjxom =

o,
Lo, n.
po o+ B+ + o
~~
grand mean

main effects

+ afij + ayik + adig + Bk + Boje + Yoke

2-way interactions

+ afBvij + aB6ije + aySike + Bydjie
_I_

3-way interactions
aByoike  + Ejjkem
—— ——
4-way interaction

error
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Zero-Sum Constraints for General Factorial Models

Yijktm = P+ i + B + Yk + 0
+ afij + ayik + adig + Byjk + Boje + voke
+ afvijk + aB6ije + aybike + Bydjie
+ aBYdjke + Eijkem

All the effects have zero-sum constraints that they add to 0 when
summing over any subscript, e.g.,

> > = Zjﬁj =2 kVk=2000=0

> > iavik = > avik =0, for all i, k,
so do other 2-way interactions

> > ayOike = Dk aYOike = 3o ydike = 0, for all i, k, £,
so do other 3-way interactions

> > aByike=3"; afYdijke =2k aBYike =3¢ aBY0;ke =0,
for all i,j, k, £.
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Parameter Estimates
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Parameter Estimates

For a 4-way model, the parameter estimates under the zero-sum

constraints are

grand mean 1 = Veosee
main effects Qi = Jiesss — Voseses ;= Vojess — Jossse,
Tk = Jookes — Voseses 00 = Jooste — Joosss

2-way O/ZBU = YVijees — Yiesss — Yejeee + Yeosse

B\ij = Yejkeo — Yojess — Yeokee T Voosse
3-way a/ﬁ\%g = Vijete — Vijess — Vieate — Yejere

+Yieees 1 Vojess T Veeere — Yeoese
g =

4-way c@,ﬂd = (16 terms, see the next page)
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m;ju = Yijkte

— Yijkeo — Yijote — Yiekte — Yejkte
+ Yijeoo T Viekes + Yieote + Yojkeo t Vojote 1+ Yeekte
— Yiesss — Yojess — Yeokeos — Yeoels
+ Yooeee

= (terms that average over 1 index)
— (terms that average over 2 indexes)
+ (terms that average over 3 indexes)
— (terms that average over 4 indexes)

)

+ (terms that average over 5 indexes
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Sum of Squares
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Sum of Squares
SST can be decomposed into SS of main effects and interactions of all
orders, e.g., in an a X b X ¢ x d design with n replicates:
SST =S54+ S5 + SS5¢ + SSp
+ SSa8 + SSac + SSap + SSgc + SSgp + SS5cp
+ SSasc + SSacp + SSasp + SSecp
+ SSascp
+ SSE

where SST = Zijkém(y’jkém - }_/00000)2, SSE = Zijkgm(yijkém - }_/ijke.)2.
and the SS for all other terms are the sum of squares of corresponding
parameter estimates under the zero sum constraints, e.g.,

SSc = Z K)? = abdny ()
SSec = Z ikt »B%k) = adn ij(g\%k)z
SSacp = Z a0y)? = bnzl_ (070 0)?

S5a8cp = Z ikt Oéﬂ“ﬂsuu = "Z ikt (Xﬁ’yduke)

G
(
|
(
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Degrees of Freedom

Say factors A, B, C, and D have respectively a, b, ¢, and d levels,
and there are n replicates.

>

>

d.f. of a main effect = number of levels —1.
eg,dfp=a—-1,dfc=c— 1.
d.f. of an interaction = product of d.f’s for the main effects
of the involved factors, e.g.,

> deD = (a — 1)(d — 1),

> dfgcp = (b—1)(c —1)(d — 1),

> deBCD = (a — 1)(b — 1)(C — 1)(d — 1).
d.f. of SST = total # of observation —1 = abcdn — 1

d.f. of SSE = total # of observation — total # of treatments
= abcdn — abcd = abcd(n — 1)
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Example: Popcorn Microwave Data (Section 7.4)

» A 3 x 2 x 3 factorial design with 3 factors:
» brand: 3 brands of popcorn, labelled 1, 2, 3
» power: power of the microwave oven (1 = 500W, 2 = 625W)
> time: popping time (1 = 4 mins, 2 = 4.5 mins, 3 = 5 mins)
> 2 replicates per treatment
» Response: % of kernels popped successfully in a package
» Must read Section 7.4 for study design details

Brand Power Time (k)
(7 ) 1 (4 min) 2 (4.5min) 3 (5 min)
1 500 W) 73.8,65,5 70.3,91.0 727, 819

1( )

2 ( ) 708,753 787,887 741, 721
1( ) 737,658 934,763 453 476
2 (625 W) 793,865 922 847 66.3,45.7
1( ) 625,650 501,815 514, 67.7
2 ( ) 821,745 715,800 64.0, 77.0

W WwWNN =
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Loading data:

popcorn = read.table(

"http://www.stat.uchicago.edu/~yibi/s222/popcorn.txt",

Need to convert the 3 variables to factors before fit the model.

popcorn$brand = as.factor (popcorn$brand)
popcorn$power = as.factor(popcorn$power)
popcorn$time = as.factor(popcorn$time)

Model:

Iml = 1lm(y ~ brand*power*time, popcorn)

Always check model assumptions FIRST!

T)
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Checking Model Assumptions — Popcorn Data

library(ggplot2)

ggplot (popcorn, aes(x=fitted(lml), Imi$res))+geom_point ()+
labs(x="Fitted Values", "Residuals")
qgnorm(1lmi$res)
qgline (Imi$res)
. Normal Q-0 Plot
g < 0
10+ . =
(%] 1 o * c
® o 8 O 8
3 ofe o 8 o4
G 0 0 F o
e et n e o
-10+ b L §
" o
Ld

50

60

70

80

90

Fitted Values

Theoretical Quantiles

» Size of residuals doesn’t seem to increase or decrease w/
fitted values
» Residuals appear normally distributed
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Box-Cox — Popcorn Data

library (MASS)
boxcox(1m1) kS
2
2
-
o
°
A
» Only two, not 3, vertical dotted lines in the Box-Cox plot.
Why?
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Box-Cox — Popcorn Data

library (MASS)
boxcox(1m1) kS
2
2
-
o
°
A
» Only two, not 3, vertical dotted lines in the Box-Cox plot.
Why?

» The 3rd line is outside of the plot (not between —2 and 2)
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Box-Cox — Popcorn Data

library (MASS)
boxcox (1ml)

log-Likelihood

» Only two, not 3, vertical dotted lines in the Box-Cox plot.
Why?

» The 3rd line is outside of the plot (not between —2 and 2)

» The line around A = 1.5 is the optimal A since it's at the
maximum of the curve. The line around A = 0 thus must be
the lower bound of the 95% Cl and the upper bound is over 2.

» 95% Cl for X includes 1, = no transformation is required.
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3-Way Interaction Plots — Popcorn Data

with(subset (popcorn,brand==1),

interaction.plot(time,power,y,

"b",

with(subset (popcorn,brand==2),

interaction.plot(time,power,y,

"b",

with(subset (popcorn,brand==3),

mean ot y
70 74 78 82

» Are there signs of time:power interactions?

interaction.plot(time,power,y,

brand 1
2

time

mean ot y

"b”,

brand 2

]
SN
mean ot y
60 65 70 75

time

"brand 1"))

"brand 2"))

"brand 3"))

brand 3

power

2
L3

—

» Does popping time has a greater effect for brand 1 or 27
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3-Way Interaction Plots — Popcorn Data

with(subset (popcorn,brand==1),

interaction.plot(time,power,y, D "brand 1"))
with(subset (popcorn,brand==2),
interaction.plot(time,power,y, Ip® "brand 2"))
with(subset (popcorn,brand==3),
interaction.plot(time,power,y, "b", "brand 3"))
brand 1 o brand 2 brand 3
o~ 2 pdwer wer 2 —, pawer
= “] 1> 7 L 2 > Xy \ —21 2
g,&": Zgg, lgg, 2-4F 1
5 <_| g - g w0 _| -1
E ™~ £ E 87 q--- -
o _| N
1 w 1 3 1
1 2 3 1 2 3 1 2 3
time time time

» Are there signs of time:power interactions?
» Does popping time has a greater effect for brand 1 or 27

The 3 plots are on different y-axes.

Better put them on the same y-axis before comparison
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with(subset (popcorn,brand==1),

interaction.plot(time,power,y, "b", "brand 1", c(45,90)))
with(subset (popcorn,brand==2),

interaction.plot(time,power,y, oD "brand 2", c(45,90)))
with(subset (popcorn,brand==3),

interaction.plot(time,power,y, "p", "brand 3", c(45,90)))

o brand 1 Swer S- /bra%nd 2 Swer S~ brand 3 Sver
> /E\ IR R 2+ 2> T2 -2+ 2
- 1 - - —2
5 o % 22+ 25 o, -t 15 o T~ -1 1
c c c I
[ ] @ 1 -.
o o) . o -1
£ € N2 £

o_| o_| \ o_|

Te) wn 1 n

1 2 3 1 2 3 1 2 3
time time time

» Greater time effect for Brand 2 (steeper lines) than Brands 1
&3
» higher popping % if popped 4.5 mins than 5 mins for Brand 2
» signs of brand:time interactions
» If not placed on the same y-scale, Brand 1 seem to have

greater time effect, which is not true
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Popcorn Data: Are There 3-Way Interactions?

° brand 1 ° brand 2 ° brand 3
& power o] /% power o] power
2 P

> /E\ll 1> 7 7N —2r 2> 2— —2r 2
5 o | g’ 22+ 285 o -k 16 o] T~ i 1
o R c ~ . c ™~ -
st st N < 1--m777 el
] — ] — N Q — -1
£ £ 2 £

o_| o_| N o_l

Te) n 1 n

1 2 3 1 2 3 1 2 3
time time time

Placed on the same y-axis, the 2 lines appear closer to parallel, for
all 3 brands.

> little power:time interactions for each brand
P Lines in an interaction plot may not be exactly parallel due to
noise even if there is no interaction.

We can hence conclude there is little brand:power:time
interactions as power:time interactions change little with brand
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One can merge all three plots into one.

with(popcorn, interaction.plot(brand:time, power, y,
type=“b“ ) )

o
(o]

mean of y
70

1.1 1.2 1.3 21 22 23 31 32 33
brand:time
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2-Way Interaction Plots — Popcorn Data

If one just check the two-way interaction plot between time and
brand, the information of power would be ignored. The 3 lines
below the lines the 3 brands averaged over the two levels of power.

with(popcorn,interaction.plot(time, brand, vy, "b"))
2
- A brand
81 RS 1c 1
- 0 Nt
5 oolal g T3]3
s ™~ \\\\\3-2- 2
Q N
g _ )
o 2
res
1 2 3
time

Some evidence of brand:time interactions.
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2-Way Interaction Plots — Popcorn Data

with(popcorn,interaction.plot(time, power, y, D c(60,85)))
with(popcorn,interaction.plot(brand, power, y, @ c(60,85))
7] I polwer
> &7 > 8 21 2
s 5 4 ET—2— ,-%{1
c c
g ol 8 o
o ~ Qo ~ N
E | E 1.
o_| 1 o_] 1
[te] [te)
1 2 3 1 2 3
time brand

» Do the time main effects appear significant?
» How about the power main effect ?

» brand main effect ?

P> time:power interaction?

» brand:power interaction?
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Parameter Estimates — Popcorn Data

Vijke (i = brand, j = power, k = time)

library(mosaic) # must load "mosaic" library to use the commands belou
mean(y ~ brand+power+time, popcorn)

odlodl Bodlodl Bolloll LoBoill BoBol HoBoll iLolle? Roilo@ BoiloB i.2B.2

69.65 69.75 63.75 73.05 82.90 78.30 80.65 84.85 65.80 83.70
2.2.23.2.21.1.3 2.1.3 3.1.3 1.2.3 2.2.3 3.2.3

88.45 75.75 77.30 46.45 59.55 73.10 56.00 70.50

Pﬁ..i

mean(y ~ brand+power, popcorn)
1.1 2.1 3.1 1.2 2.2 3.2

75.87 67.02 63.03 76.62 75.78 74.85

Vieke
mean(y ~ brand+time, popcorn)

1.1 2.1 3.1 1.2 2.2 3.2 1.3 2.3 3.3
71.35 76.33 71.03 82.17 86.65 70.78 75.20 51.23 65.03
y@Mo
mean(y ~ power+time, popcorn)

1.1 2.1 1.2 202 1.3 2.3
67.72 78.08 77.10 82.63 61.10 66.53
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;hooo:

mean(y ~
1
76.24 T1.

;%joo

mean(y ~
1
68.64 75.

y%.ko

mean(y ~
1
72.90 79.

brand,
2 3
40 68.94

power,
2
75

time,
2 3
87 63.82

popcorn)

popcorn)

popcorn)

Veeee (grand mean)

mean(y ~
1
72.19

1’

popcorn)
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Parameter Estimates
For the full model with all 2-way and 3-way interactions

Yijke = v+ ai + Bj + vk + B + Bk + avij + abvik + Eijkes
estimates for main effects under the zero-sum constraints are
ai = }_/iooo - }_/oooo:

mean(y ~ brand, popcorn)-mean(y ~ 1, popcorn)
1 2 3
4.0472 -0.7944 -3.2528

/Bj = }_/ojoo - }_/oooo

mean(y ~ power, popcorn)-mean(y ~ 1, popcorn)
1 2
-3.5566 3.556

;}\/k = Yeoke — Yoooe
mean(y ~ time, popcorn)-mean(y ~ 1, popcorn)

1 2 3

0.7056 7.6722 -8.3778
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mean(y ~ power+time, popcorn)
1.1 2.1 1.2 2.2 1.3 2.3
67.72 78.08 77.10 82.63 61.10 66.53

mean(y ~ power, popcorn)
1 2

68.64 75.75

mean(y ~ time, popcorn)
1 2 3

72.90 79.87 63.82

6711 = _)_/0110 - _)_/0100 - }_/oolo + _)_/0000
~ 67.72 — 68.64 — 72.9 + 72.19 = —1.63

6712 = _)_/0120 - _)_/0100 - }_/0020 + _)_/oooo
~ 77.10 — 68.64 — 79.87 4+ 72.19 = 0.78

Other B’y,-j’s can be obtained by the zero-sum constraints

By13 = —(By11 + By12) = —1.63 +0.78 = —0.85

By = —Bv11 ®1.63, [y =Py~ 078, By,3=—PBv3~0.85
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04/6\7121 - )_/1210 - }_/1200 - )_/0210 - }_/1010 + }_/100. + }_/0200 + )_/oolo - )_/oooo
~ 73.05 — 76.62 — 78.08 — 71.35 + 76.24 + 75.75 + 72.9 — 72.19
= —0.30

Other parameters can be estimated similarly.
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Double-checking our calculation of parameter estimates in R:

contrasts (popcorn$brand) = contr.sum(3)
contrasts (popcorn$power) = contr.sum(2)
contrasts (popcorn$time) = contr.sum(3)

# must re-fit model to update coefficients

Iml = 1lm(y ~ brand*power*time, popcorn)
Imi$coef

(Intercept) brand1 brand?2
72.1944 4.0472 -0.7944
powerl timel time2
-3.5556 0.7056 7.6722
brandl:powerl brand2:poweril brandl:timel
3.1806 -0.8278 -5.5972
brand2:timel brandl:time2 brand2:time2
4.2194 -1.7389 7.5778
powerl:timel powerl:time2 brandl:powerl:timel
-1.6278 0.7889 0.3028

brand2:powerl:timel brandl:powerl:time2 brand2:powerl:time2

-0.5639 -1.9389

1.7944
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Model Formula in R
The R command for fitting the full 3-way model
Yijke = p+ i + Bj + vk + aBij + Byjk + avij + aBvik + Eijke
is

Im(y ~ brand+power+time+brand:power+power:time+
brand:time + brand:power:time, popcorn)

A simpler syntax is

Im(y ~ brand*power*time, popcorn)

The term brandspower+time and brand:power:time both mean
the 3-way interaction terms a/3v;j, but

» brandspowerxtime will automatically include all relevant
main effects and lower order interactions in the model.
» brand:power:time will not include the lower order terms
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Sum of Squares — Popcorn Data

SSe = (B) =acny_ (5)
~ (3)(3)(2)(3.5562 + (—3.556)%) ~ 455.11
SSc=) ., () =abn}_ ()*
~ (3)(2)(2)(0.7056° 4 7.6722% 4 (—8.3778)?) ~ 1554.58
i
(

SSBC—Z ﬁ’Y,k —B”Z /B’ij

~ (3)(2)((~1.63)% + 0.78 + (—0.85)% 4 1.63% + (—0.78)? + 0.85%)
~ 47.85

and so on
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ANOVA Table — Popcorn Data

Iml = 1lm(y ~ brand*power*time, popcorn)
anova(lml)
Analysis of Variance Table

Response: y

Df Sum Sq Mean Sq F value Pr(>F)
brand 2 331.101 165.550 1.88856 0.1800727
power 1 455.111 455.111 5.19181 0.0351175
time 2 1554.576 777.288 8.86713 0.0020878
brand:power 2 196.041 98.020 1.11819 0.3485423
brand:time 4 1433.858 358.464 4.08928 0.0157156
power:time 2 47.709 23.854 0.27213 0.7648363
brand:power:time 4 47.334 11.834 0.13500 0.9673241
Residuals 18 1577.870 87.659

Only power and time main effects, and the brand:time
interactions are significant.

Can | fit a model like yjp = p + B + Vi + ik + €jjre?
Im2 = 1lm(y ~ power + time + brand:time, popcorn)
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Hierarchy
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Hierarchy

A model is hierarchical if any term in the model implies the
presence of all the composite lower-order terms.

» yike = b+ o+ B + Byjk + €jjke is not hierarchical because
including the term 7 must includes both 3; and .

> yiik = 1+ o+ B + aBjj + g is hierarchical.

» A hierarchical model with a term a3+ must also include:

» the relevant main effects: a; + 3; + 7«
» and the included two-way effects: afj; + avyix + Syjk-
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Hierarchy

Unless having a specific reason, we should stick to hierarchical
models.

» This is because a k-way interaction in defined upon
(k — 1)-way interactions. It is strange to consider a ABC
interaction while claiming A and B have no 2-way interaction.
> E.g., when we say there are no AB interactions, we also imply
that there are no higher order interactions that involve AB
interactions, like ABD interactions, or ABCD interactions.
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Why Maintaining Hierarchy?
Let's consider a model for a 2 x 2 factorial design.
Yijk = Hij + Eijk
:u+a;+6j+aﬁfj+eijk

If a1 = ap =0, but af11 # 0, can Factor A have any effect on the
response? Consider the example below.

B=1 B=2 Mean

A=1|p1 =3 p2=2|pe =25 %-m_ Har
A=2|pupn =5 pp =0|p0e =25 q:cgq_
Mean |fie1 =4 fie2 = 1|jtee =25 = ®— B=1leHu
Under the zero-sum constraint, _5 ~- B=2alp

8 _ | .

Qi = fije — flee =2.5—25=0 =

g ©- A H22
fori=1,2. T 1
Clearly a3j; # 0 as the lines are not 1 2
parallel. Factor A
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Back to the Popcorn Data
Here is a hierarchical model that leaves out all insignificant terms.

1m3 = Im(y ~ brand + power + time + brand:time, popcorn)
anova(lm3)
Analysis of Variance Table

Response: y
Df Sum Sq Mean Sq F value Pr(>F)

brand 2 331 166 2.30 0.11999
power 1 455 455 6.33 0.01837
time 2 1555 77 10.81 0.00038
brand:time 4 1434 358 4.99 0.00405
Residuals 26 1869 72

Cannot leave out the insignificant brand main effects since it
involves in the significant the two-way interaction brand:time

The SS’s and d.fs of the left-out terms are pooled into the SSE
and the df of error while the SS's and d.f's of the remaining stay

unchanged.
42 /44



More On Model Formula in R (1)

Instead of writing terms explicitly in the model formula

1m3 = lm(y ~ brand + power + time + brand:time,

popcorn)

Here is a simpler expression for the same model. R will
automatically create the smallest hierarchical model that include

brand:time interactions.

1m3a = 1m(y ~ power + brand*time,

anova(1lm3a)
Analysis of Variance Table
Response: y

Df Sum Sq Mean Sq

power 1 455.111 455.111
brand 2 331.101 165.550
time 2 1554.576 777.288
brand:time 4 1433.858 358.464
Residuals 26 1868.954 71.883

popcorn)

F value Pr(>F)
6.33129 0.01837031
2.30306 0.11999055
10.81326 0.00038249
4.98679 0.00405232
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More On Model Formula in R (2)

To fit a model with all two-way interactions but no 3-way
interaction, one can explicitly write down every term

Im(y ~ A + B + C + A:B + B:C + A:C)

Another way to obtain everything up to the 2-way interactions

Im(y ~ (A + B + C)"2)

Or one can “leave out” the 3-way interactions

In(y ~ AxB*C - A:B:C, popcorn)
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