One-Way ANOVA
Comparison of Several Means
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Two Sample Problems (Review)
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Two Sample Problems (Review)
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Population distributions may NOT be normal or of the same shape
for large samples.
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Two Sample Problems (Review)
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Population SDs o1 and o, may not be equal.
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Two Sample Problems (Review)

Distribution of
Distribution of Population 2
Population 1

M1 H2

Goal: inference about difference of population means p — po.
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Two Sample Problems (Review)

Population 1

jal

Distribution of
Distribution of Population 2
Population 1

M1 H2

Data may come from experiments or observational studies.
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Model for Two-Sample Data (Review)

Data from an Observational Study:

Population 1 — random sample y11, y12,. .., ¥in
Population 2 — random sample y21, y22,......... s Y2n,

Data from a Randomized Experiment:

Treatment 1 — observations y11, y12, .-, Yin
Treatment 2 (Control) — observations y21, ¥22,......... s Yon,

In both cases, we assume

Yij = li +€ijs gjj's are i.i.d. ~ (0,0?)
fori=12;=1,...,n;
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Two-Sample t-Statistic When o1 = 07 (Review)
Assuming o1 = o5, the two-sample t-statistic is

:}71—72—(M1—M2)

2(1 4 1
SP (n1+n2>

t

where n o . .
2 Zj:l()/lj -y1)°+ Zj:l(yZJ —¥2)
P ni—+n—2 ’
called the “pooled sample variance”, is an estimate of the common
variance 02 = 02 = 3.

> If the noise ¢ are i.i.d. N(0,0?), the t-statistic has an exact
t-distribution with df = ny + no — 2, regardless of the sample
size n; and np
> If the noise ¢;; are indep. (0,02) but not normal, the
t-statistic has an approx t-distribution with df = ny 4+ np — 2
when n; and np are large
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Two-Sample t-Statistic When o1 # 0 (Review)
When o1 # 02, we use the Welch t-statistic

. . ( ) 2 — Z;i1(YIj*)71)2
- — M1 — K2 1 n—1
DG Seb 7 ok e Sl =) BN T
§2 52 2 — 21:1(Y2j_y2)
71 + 72 2 n2—1
n no

» Even if the noise ¢;;'s are normal, the Welch t-statistic does
NOT have a t-distribution, but it can be approximated by a
t-distribution with

2 2.2
s s
(23
n no
1 <512>2 n 1 (52)2'
n—1\m no—1\ny
» When the noise ¢j;'s are not normal, the t-approximation

above is generally good as long as the sample sizes n; and ny
is large

df =
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One Way ANOVA — Multiple-Sample Problems
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One Way ANOVA — Multiple-Sample Problems

Distribution of
Population 4

Population 4
| | |
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Distribution of
Population 3
Population 3
| | |
H3
Distribution of
. Population 2
Population 2
| | |
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Population 1

All population distributions are assumed to be normal.
The non-normal case will be discussed in Chapter 6.
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One Way ANOVA — Multiple-Sample Problems

Distribution of
Population 4

Population 4
| | |
Ha
Distribution of
Population 3
Population 3
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. Population 2
Population 2
| | |
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Distribution of
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Population 1

All populations have an identical SD.
The unequal SDs case will be discussed in Chapter 6.

CO3A -6



One Way ANOVA — Multiple-Sample Problems
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Goal: comparison of different population means p;'s
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One Way ANOVA — Multiple-Sample Problems
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Data may come from experiments or observational studies.
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Models for a Randomized Experiment
For an experiment, the N experimental units are randomized to
received one of the g treatments, where n; experimental units

received for treatment /, i =1,2,...,g.
Treatment 1: y11,Y12,...,Y1n
Treatment 2 : yo1,¥00,.vvvvn... s Yon,
Treatment g :  yg1,Yg2,.----. s Yeng
jth unit for treatment error
treatment / effect (or noise)
\: 3 \: 1=12,....8
Yij = L + Eij j=12,...,n;

» 11; = mean response for the ith treatment

» The error terms ¢;; are assumed to be independent with

mean 0 and constant variance o2.

Sometimes we further assume that errors are normal.
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Model for a Multi-Sample Observational Study

Data
Random Sample from Population 1: y11, Y12, ..., Y1in
Random Sample from Population 2: y»1,y20,......... 2 Y2n,
Random Sample from Population g :  yg1,Yg2,..--.. s Yeng
Jjth observation population error
in the ith sample mean (or noise)
{ + 1 i=1,2,...
Yij = Wi + gjj Jj=12,...

For both multi-treatment randomized experiments and

multiple-sample observational studies, the format of the model and

the analysis are the same.

C03A -8
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Case Study: Grass/Weed Competition

To study the competition of big bluestem (from the tall grass
prairie) versus quack grass (a weed), we set up an experimental
garden with 24 plots. These plots were randomly allocated to the 6

treatments:
Treatment Nitrogen level Irrigation
1IN 200 mg N/kg soil No
1Y 200 mg N/kg soil 1 cm/week
2N 400 mg N/kg soil No
3N 600 mg N/kg soil No
4N 800 mg N/kg soil No
4y 800 mg N/kg soil 1 cm/week
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Case Study: Grass/Weed Competition — Data

Big bluestem was first seeded in these plots.
One year later, quack grass was seeded to each plot.

Response: Percentage of living material in each plot that is big
bluestem one year after quack grass was seeded.

Treatment | IN 1Y 2N 3N 4N 4Y
97 83 85 64 52 48
96 87 84 72 56 58
92 78 T8 63 44 49
95 81 79 74 50 53

Data file: grassweed.txt

> grass = read.table("grassweed.txt", h=T)

> grass

percent trt Nlevel Irrigation
1 97 1IN 200 N
2 83 1Y 200 Y
3 85 2N 400 N
4 64 3N 600 N
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Case Study: Grass/Weed Competition — Plots

g '
7 90 .-, - E, 90-
| : - 7 .
& 80 v $80-; Irrigation
_ ¢ L o
s 710 %5 70- N
€ 60 o I e -
] o« G 60- .
(8] . . o
5 50 LI T e~ '
a8 . a S0- §
IN 1Y 2N 3N 4N 4Y ' ' ' '
200 400 600 800
Treatment Nitrogen Level (mg N/kg soil)

grass = read.table("http://www.stat.uchicago.edu/ yibi/s222/grassweed.t
library(ggplot2)
ggplot(grass, aes(x=trt,y=percent)) + geom_point()+
ylab("Percent of Bluestem")+ xlab("Treatment")
ggplot(grass, aes(x=Nlevel,y=percent,color=Irrigation)) + geom_point()+
ylab("Percent of Bluestem")+ xlab("Treatment")
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Questions of Interest

Unlike a two-sample problem that only compares the two means
1 — 2, there are various comparisons of interest in a
multi-sample problem.
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Questions of Interest

Unlike a two-sample problem that only compares the two means
1 — W2, there are various comparisons of interest in a
multi-sample problem.

E.g., the Grass/Weed Competition experiment is to see if nitrogen
and/or irrigation has any effect on the ability of quack grass to
invade big bluestem. The comparisons of interests include

» Irrigation effect: piny — p1y, pan — pay or the combining the

two
Hiy + Hay  pan + pan

2 2
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Questions of Interest

Unlike a two-sample problem that only compares the two means
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multi-sample problem.
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2 2

» Nitrogen effect: piny — pon, oy — U3n, etc.
» Whether irrigation or nitrogen has any effect
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Questions of Interest

Unlike a two-sample problem that only compares the two means
1 — W2, there are various comparisons of interest in a
multi-sample problem.

E.g., the Grass/Weed Competition experiment is to see if nitrogen
and/or irrigation has any effect on the ability of quack grass to
invade big bluestem. The comparisons of interests include

» Irrigation effect: piny — p1y, pan — pay or the combining the

two
Hiy + Hay  pan + pan

2 2

» Nitrogen effect: piny — pon, oy — U3n, etc.
» Whether irrigation or nitrogen has any effect

HiN = H1y = H2N = U3N = H4aN = Hay
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Dot and Bar Notation

A dot (e) in subscript means summing over that index, for example

g n
Yi.:Zylyv Y.j:ZYij, YQQZZZYU
J i

i=1 j=1

A bar over a variable, along with a dot (e) in subscript means
averaging over that index, for example

Zyu, Voo = ZZyIJ
N

i=1 j=1

C03A - 13



Estimate of Means, Fitted Values, and Residuals

Yij = Hi +Ejj

» Estimate for p; is simply the sample mean of observations
in the corresponding sample/treatment group,

- 1 n;
i =Yie = 1o > Vi
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Estimate of Means, Fitted Values, and Residuals

Yij = Hi +Ejj

» Estimate for p; is simply the sample mean of observations
in the corresponding sample/treatment group,

- 1 n;
Bi=Yie=—>_  Yi

n;i j=1

> predicted value = fitted value for y;; is yjj = [ii = ¥,
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Estimate of Means, Fitted Values, and Residuals

Yij = Hi +Ejj

» Estimate for p; is simply the sample mean of observations
in the corresponding sample/treatment group,

- 1 n;
i =Yie = 1o > Vi

> predicted value = fitted value for y;; is yjj = [ii = ¥,

> residual = prediction error for yj; is e = yij — Vii = Yii — Vie

C03A - 14



Sum of Squares (1)

add a term subtract a term

- ~~ ~ =
YiiTYee = ( Yie _yoo)_‘_(yl_[*y/o )
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Sum of Squares (1)

Yij — Yoo = (.)7io - .)7.0) + (ylj 7?io)

a b
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Sum of Squares (1)

Yij — Yoo = (yio - YO.) + (ylj - yio)
a b
Squaring up both sides using the identity (a-+b)? = a®+b?+2ab,

we get

(yij - yoo)z = (yio - yoo)2 + (yIJ - YIo)z + 2(?/’. - YQO)(yfj - yio)
;E b2 2ab
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Sum of Squares (1)

Yij — Yoo = (yio - YO.) + (ylj - yio)
a b
Squaring up both sides using the identity (a-+b)? = a®+b?+2ab,

we get

(Yij - Yoo)2 = (yio - yoo)z + (yU - YI0)2 +2(?io - )700)()//'] - YI'O)

a? b2 2ab

Summing over the indexes i and j, we get

SST SSirt SSE
g n g n g n
Z Z(YU - YO.)z = Z Z(YIO - YO.)Z + Z Z(YU - YIo)z
i=1 j=1 i=1 j=1 g i=1 j=1
+2 Z Z(yio - yoo)(ylj - yio)
i=1 j=1

Vv
= 0, see next slide
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Sum of Squares (2)

Observe that

ZZ Vie = Voo )il = Yie)

i=1j= constant inj
g nj

= Z(y/io - )70.) Z(ylj - )71'0)
i=1 Jj=1

=0, see below
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Sum of Squares (2)

Observe that

ZZ Vie = Voo )il = Yie)

i=1j= constant inj
g n;
= E ()7/. 7)70.) E (ylj 7)71'0)
i=1 Jj=1
=0, see below
because
n;

Z(ylj - }7[0) = Yie — niYio

Jj=1

C03A - 16

since E cx,-:cg Xj
i i

= Yie — ni(&) =0

nj



Sum of Squares (2)

Observe that

ZZ .yI. yoo yU ylo) since Zcxi: CZXi

i=1j= constant inj i
g nj
= Z(y/io - yoo)Z(ylj - )71'0) =0
i=1 j=1
=0, see below
because
n; yi

Z(ylj - }7[0) = Yie — ni?io = Yie — ni(f) =0
j=1 ’
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g n g nj g ni

S Wi =T =D Fie =V + D> (v — Via)?

i=1 j=1 i=1 j=1 i=1 j=1

SST =55:+=SSB =SSE=SSW

» SST = total sum of squares

P reflects total variability in the response for all the units
» SS;+ = treatment sum of squares

P reflects variability between treatments

P also called between sum of squares, denoted as SSB
» SSE = error sum of squares

> Observe that SSE = "% . (n; — 1)s?, in which

1 n; _
st = > iV

nj —14j=1

is the sample variance within treatment group /.
So SSE reflects the variability within treatment groups.
P also called within sum of squares, denoted as SSW
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Population Number

8 1 3 6 7 52 4 9
1 _I_l.LI_I—
2 _ 1
3 —
4 e
5 — 1
Sample Number —» 6 S SR
7 - nn
§ ——HH—r
—I_x.ll.l—
Total' WoLiill o 1 II‘IIIIII Ll 1 11T
Between Groups: LB v . v v
Within Groups: T TR
0
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Degrees of Freedom

Under the model y;; = ; + £, where ¢;;'s are i.i.d. ~ N(0,0?), it
can be shown that

SSE 5
2 ~ XN-g-
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Degrees of Freedom

Under the model y;; = p; + €;;, where ;s are i.i.d. ~ N(0,02), it
can be shown that

SSE_

and SS;,; is independent of SSE.
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Degrees of Freedom

Under the model y;; = p; + €;;, where ;s are i.i.d. ~ N(0,02), it
can be shown that

SSE_

and SS;,; is independent of SSE.
Note the degrees of freedom of the 3 SS

dfT=N-1, diywt=g—-1, dfE=N-g
break down just like SST = S5+ + SSE,
dfT = dfy: + dfE

C03A - 19



Mean Squares

The mean squares are the sum of squares divided by the
corresponding degrees of freedom.

SSE  SSE
> =
MSE = Mean Square Error = GE - N—= e
SStrt - Sstrt

» MS;,; = Mean Square for Treatment = =
dftrt g — 1

C03A - 20




Estimate of the Variance — MSE (1)
2

Recall in a one-sample problem, the population variance o< is
estimated by the sample variance

52 Z;(yi - Y)z estimates 2

= 7

n—1
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Estimate of the Variance — MSE (1)
2

Recall in a one-sample problem, the population variance o< is
estimated by the sample variance

52 Z;(yi - Y)z estimates 2

= 7

n—1

For the model y;; = p; + €jj, as all groups have identical variance

Var(gjj) = o2, the sample variance sj2 of any group can estimate

the common variance 0'2. .
o estimates 2

Distribution of .
Population 4 | G rou P 1 - S]_ — 0
glo .
T 1 T estimates
s Group 2: s3 = o2
Distribution of
Population 3
oglo

o estimates o
g

Distribution of
Population 2

Group g: sg

T T T
Hz

S n; _ 2

Distribution of . PP .

Population 1 ‘ where 5,'2 _ ZJ:l(y’J -yI.)
(ni—1)

Ha
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Estimate of the Variance — MSE (2)

We can pool all of 512,522, ey sf, to get a better estimate of o2.

2 _ (n1—1)512+(n2—1)522+---+(ng—1)s§
(m—=-1)4+(mm—-1)+---+(ng—1)

,521 }11()/ij_)7io)2_ SSE _ MSE
N-g - N-g

which is simply the mean square error (MSE).
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Mean of MSE

Recall in a one sample problem, y1,--- .y, are i.i.d. with variance
Var(Y;) = 02, then the sample variance s? is an unbiased estimate
of the variance:

B(s?) =B (2 07 (-7 ) = o2
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Mean of MSE

Recall in a one sample problem, y1,--- .y, are i.i.d. with variance
Var(Y;) = 02, then the sample variance s? is an unbiased estimate
of the variance:

B(s?) =B (2 07 (-7 ) = o2

For a multi-sample (one-way ANOVA) problem Yij = Wi + €jj, we
know yi1, ..., ¥in, are i.i.d. with Var(y;) = 0. Thus the sample
variance within treatment group i

2 1 nj

_ v I Vi
i = 1 2 Vi~ Yie)

is an unbiased estimator of 2. Thus

E(SSE) = <Z an (Yii = Yie) ) =k (Z,il(ni B 1)5,-2>

— Zi:l ni —1)o% = (N — g)o?

So MSE= SSE/(N — g) is an unbiased estimator of o2.
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One-Way ANOVA Test

A one-way ANOVA test is for testing whether the treatments have
different effects or whether the population means are different

Ho:pp=--=pg (no diff. btw. treatments/population means)
Ha : pi's not all equal (some diff. btw treatments/population means)

C03A - 24



One-Way ANOVA Test

A one-way ANOVA test is for testing whether the treatments have
different effects or whether the population means are different

Ho:pp=--=pg (no diff. btw. treatments/population means)
Ha : pi's not all equal (some diff. btw treatments/population means)

» Under Ho: p1 = - -+ = g, we expect

.)71.%.)720%"‘%ng

which implies y;, = V., for all i. Hence a large value of
SSte = ngzl ;-’;1(7,-, — Yee)? is evidence against Ho.
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One-Way ANOVA Test

A one-way ANOVA test is for testing whether the treatments have
different effects or whether the population means are different

Ho:pp=--=pg (no diff. btw. treatments/population means)
Ha : pi's not all equal (some diff. btw treatments/population means)

» Under Ho: p1 = - -+ = g, we expect
.)71. %.)720%"‘%ng
which implies y;, = V., for all i. Hence a large value of

SSte = Z,gzl ;-’;1(7,-, — Yee)? is evidence against Ho.

» Larger 02 = Large noise = Greater variability btw y,,'s even

SStre

if Ho is true. Hence, should consider >
ag
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One-Way ANOVA Test

A one-way ANOVA test is for testing whether the treatments have
different effects or whether the population means are different

Ho:pp=--=pg (no diff. btw. treatments/population means)
Ha : pi's not all equal (some diff. btw treatments/population means)

» Under Ho: p1 = - -+ = g, we expect
.)71. %.)720%"‘%ng
which implies y;, = V., for all i. Hence a large value of

SSte = Z,gzl ;-’;1(7,-, — Yee)? is evidence against Ho.

» Larger 02 = Large noise = Greater variability btw y,,'s even
SSun

o2
» The unknown o2 is estimated by MSE.

if Ho is true. Hence, should consider
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ANOVA F-Statistic

The test statistic is hence the F-statistic.

_ SSut/(g —1)

F
MSE
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ANOVA F-Statistic

The test statistic is hence the F-statistic.

_ SS4t/(g —1)  SSB/(g —1) _ Variation Between Groups

F — —
MSE SSW/(N —g)  Variation Within Groups

The larger the variation between groups relative to variation within
each group, the stronger the evidence against Hy and toward H,
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the ANOVA Table
The ANOVA F-statistic

has an F distribution with g — 1 and N — g degrees of freedom and

F— SSm/(g - 1) i MS ¢+

~ SSE/(N-g)

MSE

is often calculated and displayed in an ANOVA table as follows.

Source Sum of Squares d.f. Mean Squares F
5S¢ MS.,
Treatments SSin g—1 | MSy: = 2 _t; MStEt
Errors SSE N—-g | MSE = 5571:_
N—g
Total SST N—-1

» The last row (Total) is omitted in R output
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Calculating SS from the Group Means and Group SDs

Group ‘ 1 2 ... g
Group Mean | ¥1, Yoo -+ Yge
Group SD s S ... S

1E i
yoo = NZ;ZJn_lyU =
1=

g ni
Sstrf = Z Z(y/io - Y¢0)2 =

i=1 j=1

g nj
SSE=)_ > vy —Vi) =

i=1 j=1
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Calculating SS from the Group Means and Group SDs

Group ‘ 1 2 ... g
Group Mean | ¥1, Yoo -+ Yge
Group SD s S ... S

1& ;
YO. = szjn:ly’.l:
=1 N——

=Yie=NiYie
g nj
Sstrt = Z Z(?io - YO.)2 =
i=1 j=1
g n
SSE = Z Z(YU - YI0)2 =
i=1 j=1
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Calculating SS from the Group Means and Group SDs

Group ‘ 1 2 ... g
Group Mean | ¥1, Yoo -+ Yge
Group SD s S ... S

1T E 1S
y..:NZijlyU:NZni‘yi'
=1 N—— i=1

=Yie=NiYie
g nj
Sstrt = Z Z(?io - YO.)2 =
i=1 j=1
g n
SSE = Z Z(YU - YI0)2 =
i=1 j=1
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Calculating SS from the Group Means and Group SDs

Group ‘ 1 2 ... g
Group Mean | ¥1, Yoo -+ Yge
Group SD s1 S ... Sg

1 &G 1S
Voo = 3 2D Vi = 3 D Vs
=1 — —— i—1

=Yie=NiYie

g nj
SStrt = Z Z (yio - y..)2 =

i=1j=1 constant in j

g nj
SSE=)_ > (vi— Vi) =

i=1 j=1
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Calculating SS from the Group Means and Group SDs

Group ‘ 1 2 ... g
Group Mean | ¥1, Yoo -+ Yge
Group SD s1 S ... Sg

1 &G 1S
Voo = 3 2D Vi = 3 D Vs
=1 — —— i—1

=Yie=NiYie
g
SSirt = Yie = Yee) = Ni(Vie = Veo)
trt Z“Zl\_vﬁ ;

constant in j

g nj
SSE = ZZ(yU _Yio)z

i=1 j=1
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Calculating SS from the Group Means and Group SDs

Group ‘ 1 2 ... g
Group Mean | ¥1, Yoo -+ Yge
Group SD s1 S ... Sg

1 &G 1S
Voo = 3 2D Vi = 3 D Vs
=1 — —— i—1

=Yie=NiYie
g
SSirt = Yie = Yee) = Ni(Vie = Veo)
trt Z“Zl\_vﬁ ;

constant in j

(ni — 1)s?

'M“

SSE_ZZ.V’J .ylo =

i=1 j=1 i=1

o, i Vi)
since s7 =

I‘I,‘—].
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Case Study: Grass/Weed Competition — SS;,; and SSE

Treatment 1IN 1Y 2N 3N 4N 4Y

97 83 85 64 52 48
96 87 84 72 56 58
92 78 78 63 44 49
95 81 79 74 50 53
Mean y;, 95 8225 815 6825 505 52

SD s; 2.160 3.775 3.512 5560 5.000 4.546

1 g
yoo = N Z nI'YI.
i=1

g
SSfff = Zi:l nl’(y/io - y..)2

SSE = Zj:(n,- —1)s?
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Case Study: Grass/Weed Competition — SS;,; and SSE

Treatment 1IN 1Y 2N 3N 4N 4Y

97 83 85 64 52 48
96 87 84 72 56 58
92 78 78 63 44 49
95 81 79 74 50 53
Mean y;, 95 8225 815 6825 505 52

SD s; 2.160 3.775 3.512 5560 5.000 4.546

Ve = NZny,,: (95 + 82.25 + 81.5 + 68.25 + 50.5 + 52) ~ 71.583

g
SStrt = Zi:l ni(y/io - YO.)

SSE = Z:(n,- —1)s?
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Case Study: Grass/Weed Competition — SS;,; and SSE

Treatment 1IN 1Y 2N 3N 4N 4Y

97 83 85 64 52 48
96 87 84 72 56 58
92 78 78 63 44 49
95 81 79 74 50 53
Mean y;, 95 8225 815 6825 505 52

SD s; 2.160 3.775 3.512 5560 5.000 4.546

Ve = NZny,,: (95 + 82.25 + 81.5 + 68.25 + 50.5 + 52) ~ 71.583

4 — _
SStrt - Zi:l ni(yio - yoo)
= 4(95—71.583)% 4 4(82.25—71.583)% 4 4(81.5—71.583)?
+ 4(68.25—71.583)% 4 4(50.5—71.583)% + 4(52—71.583)? ~ 6398.33

SSE = Z:(n,- —1)s?
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Case Study: Grass/Weed Competition — SS;,; and SSE

Treatment 1IN 1Y 2N 3N 4N 4Y

97 83 85 64 52 48
96 87 84 72 56 58
92 78 78 63 44 49
95 81 79 74 50 53
Mean y;, 95 8225 815 6825 505 52

SD s; 2.160 3.775 3.512 5560 5.000 4.546

Ve = NZny,,: (95 + 82.25 + 81.5 + 68.25 + 50.5 + 52) ~ 71.583

4 — _
SStrt - Zi:l ni(yio - yoo)
= 4(95—71.583)% 4 4(82.25—71.583)% 4 4(81.5—71.583)°
+ 4(68.25—71.583)% 4 4(50.5—71.583)% + 4(52—71.583) ~ 6398.33

SSE = Zj:(n,- —1)s?
= (4 —1)(2.16% 4+ 3.775% + 3.5122 + 5.562 + 52 + 4.5467) ~ 323.49
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Case Study: Grass/Weed Competition — ANOVA Table

Sum of
Source df Squares Mean Squares F
Treatment SSin =

6398.3
Error SSE =

323.49

C03A - 29



Case Study: Grass/Weed Competition — ANOVA Table

Sum of
Source df Squares Mean Squares F

Treatment g — 1= SSu: =
6—-1=5 6398.3

Error N—g= SSE =
24—6=18 323.49

C03A - 29



Case Study: Grass/Weed Competition — ANOVA Table

Sum of
Source df Squares Mean Squares F
Treatment g — 1= SSyr = MSy: =SS /dfin
6—1=5 6398.3 =6398.3/5~1279.67
Error N—g= SSE = MSE = SSE/dfE

24—6=18 323.49 =323.49/18~17.97
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Case Study: Grass/Weed Competition — ANOVA Table

Sum of
Source df Squares Mean Squares F
Treatment g — 1= SS;y =  MS;;=SS;/dfyy  F = MS;/MSE
6—1=5 6398.3 =6398.3/5~1279.67 =12257~71.2
Error N—g= SSE=  MSE = SSE/dfE

24—6=18 323.49 =323.49/18~17.97

C03A - 29



Case Study: Grass/Weed Competition — ANOVA Table

Sum of
Source df Squares Mean Squares F

Treatment g — 1= SSyr =  MSy: =SS /dfye F = MSy,:/MSE
6—1=5 6398.3 =6398.3/5~1279.67 =12387~7]1.2
Error N—g= SSE = MSE = SSE/dfE
24—6=18 32349 =323.49/18~17.97

ANQOVA table in R:

> Iml = 1m(percent ~ trt, data=grass)
> anova(lml)
Analysis of Variance Table

Response: percent

Df Sum Sq Mean Sq F value Pr(>F)
trt 5 6398.3 1279.67 71.203 3.197e-11 x**x
Residuals 18 323.5 17.97
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The F Distributions

0.8

0.4

0.0

» An F-distribution has two parameters dfl and df2.
» There is one F-density for each pair of dfl and df2.

» The order of dfl and df2 matters.
e.g., F(2,7) and F(7,2) are different F-distributions.
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P-value of the One-Way ANOVA Test
The one-way ANOVA F-statistic

F— MS;rt _ 55m/(g - 1)
MSE — SSE/(N — g)

which has an F distribution with g — 1 and N — g degrees of
freedom.

Under Hg: all u;'s being equal, the P-value is the area of the
upper-tail under the F-curve with g — 1 and N — g degrees of
freedom beyond the F statistic.

F-curve with g — 1 and N — g degrees of freedom

P-value = shaded area

[
observed value of the F-statistic
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Finding the P-value in R

For the Grass/Weed experiment, the P-value for the F-statistic
712 is

P-value = P(Fs5 15 > 71.2) = 3.197 x 10~ 1.

Fs.1s P-value = 3.197 x10™*

|
0 25 50 F=71.2

> pf(71.2, df1=5, df2=18, lower.tail = F)
[1] 3.198094e-11

Conclusion: The data exhibit strong evidence against the Hp that
all means are equal.

C03A - 32



Finding the P-value using the F-table (p.627)

Table entries are F5 ., 1, Where Py, 1, (F > Flos5,,.1,) = .05 .

3
N

10

12

15

20

0NN B W —

438 352 3.3 290 274 2.63 254 248 242

2.38

246
19.4
8.70
5.86
4.62

2.27
2.23

248
19.4
8.66
5.80
4.56
3.87
3.44
3.15
2.94
2.77
2.65
2.54
2.46
2.39
2.33
2.28
2.23
2.19
2.16

2.14
2.11

2.15
2.11
2.07

The F-table above gives the critical value at 0.05
significance level for deciding if Hp should be rejected

C03A - 33



Finding the P-value using the F-table (p.627)

3
&

Table entries are Fls ., 1, Where Py, 1o (F > Flo5., 1)

v
1 2 3 4 5 6 7 8 9 10 12 15

significance
level

0NN B W —

230 234

246
19.4
8.70
5.86

significance level for deciding if Hp should be rejected
For dfl =5, df2 = 18, if the F-statistic exceeds

Fo.05,df1=5,dfo=18 = 2.71, p-value < 0.01 and Hy is rejected at

0.01 level
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Finding the P-value using the F-table (p.628)

Table entries are Fl1,, ., Where Py, ,,(F > Fo1,1,) = .01 .

21

123 1 2 3 4 5 6 7 8 9 10 12 15 20 25 30 40
21985 99.0 992 992 993 993 994 994 994 994 994 994 994 99.5 99.5 99.5
3| 341 30.8 29.5 287 282 279 277 27.5 273 272 27.1 269 267 266 265 264
41212 180 16.7 160 155 152 150 148 147 145 144 142 140 139 138 13.7
5 163 133 12.1 114 11.0 10.7 10.5 103 10.2 10.1 9.89 9.72 9.55 945 938 9.29
6| 13.7 109 9.78 9.15 8.75 847 826 8.10 798 7.87 7.72 756 740 730 7.23 7.14
7122 955 845 7.85 746 7.19 699 684 6.72 6.62 647 631 6.16 6.06 599 591
8 11.3 865 7.59 7.01 6.63 637 6.18 6.03 591 581 567 552 536 526 520 5.12
91 106 8.02 699 642 6.06 580 5.61 547 535 526 511 496 481 471 4.65 4.57

10 | 10.0 7.56 6.55 599 564 539 520 506 494 485 471 456 441 431 425 4.17

11 [ 9.65 721 622 567 532 507 489 474 4.63 454 440 425 410 4.01 394 3.86

12 1 933 693 595 541 506 482 4.64 450 439 430 4.16 4.01 386 3.76 3.70 3.62

131 9.07 6.70 574 521 486 4.62 444 430 4.19 4.10 396 3.82 3.66 3.57 3.51 343

14 | 886 6.51 556 504 4.69 446 428 4.14 403 3.94 380 3.66 3.51 341 335 327

15 | 8.68 636 542 489 456 432 414 4.00 3.89 3.80 3.67 3.52 3.37 328 3.21 3.13

16 | 853 6.23 529 477 444 420 4.03 3.89 3.78 3.69 3.55 341 326 3.16 3.10 3.02

17 | 840 6.11 5.18 4.67 434 410 393 379 3.68 3.59 346 3.31 3.16 3.07 3.00 292

18 | 829 6.01 5.09 458 425 401 3.84 3.71 3.60 3.51 337 323 3.08 298 292 284

19 | 8.18 593 5.01 450 4.17 394 3.77 3.63 3.52 343 330 3.15 3.00 291 284 2.76

20 | 8.10 5.85 494 443 410 3.87 3.770 3.56 3.46 3.37 323 3.09 294 284 278 2.69

> The F-table above gives the critical value at 0.01

significance level for deciding if Hp should be rejected
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Finding the P-value using the F-table (p.628)

Table entries are Flo1 .4, Where Py, 1, (F > Fo1,,.0,) :.ISéggiflcance

v
V21234678910121520253040

21985 99.0 992 992 993 993 994 994 994 994 994 994 994 99.5 99.5 99.5
3| 341 308 295 287 282 279 277 275 273 272 27.1 269 267 266 265 2064
41212 180 167 160 155 152 150 148 147 145 144 142 140 139 13.8 13.7
51163 133 121 114 11.0 10.7 105 103 102 10.1 9.89 9.72 9.55 9.45 9.38 9.29
6
7
8

875 847 826 8.10 798 787 7.72 7.56 740 730 723 7.14
746 7.19 699 6.84 672 6.62 6.47 631 6.16 6.06 599 591

4.86 4.62 444 430 419 410 396 3.82 3.66 3.57 3.51 3.43
4.69 446 428 4.14 403 394 380 3.66 3.51 341 335 327
4.56 432 414 400 3.89 3.80 3.67 3.52 337 328 321 3.13
444 420 403 389 378 3.69 3.55 341 326 3.16 3.10 3.02
393 3.79 3.68 3.59 346 331 3.16 3.07 3.00 292

A 3.84 371 3.60 3.51 337 323 3.08 298 292 2.84

4. 394 377 3.63 3.52 343 330 3.15 3.00 291 284 276

4.10 3.87 3.70 3.56 3.46 337 323 3.09 294 284 278 2.69

> The F-table above gives the critical value at 0.01
significance level for deciding if Hp should be rejected

» For dfl =5, df2 = 18, if the F-statistic exceeds
Fo.01,df1=5,dfo=18 = 4.25, p-value < 0.01 and Hy is rejected at
0.01 level
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What Does “ANOVA" Stands For?

“ANOVA" is the shorthand for “ANalysis Of VAriance.”
Specifically, it is a class of statistical methods that break up the
variability of the response into different sources of variations, like

SST =SS+ + SSE

Throughout STAT 22200, we will introduce several other ANOVA
for different models (two-way ANOVA, three-way ANOVA, ANOVA
for block designs, and so on.)
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Experimental Units v.s. Measurement Units

Experimental units are the smallest groupings of the
experimental material that could have gotten different treatments.

Measurement units are the actual objects on which the response
is measured.

P In many cases, the measurement units are just the
experimental units

» Sometimes a measurement unit is only part of an
experimental unit.
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Experimental Units v.s. Measurement Units

P> 12 pens of young turkeys are randomly assigned 3 different
diets (20 turkeys per pen)
» A measurement unit is one turkey, and an experimental
unit is a whole pen of turkeys.
P> Sample size is 4 per diet, not 4 x 20 per diet

» A class full of students is assigned a certain pedagogical
Intervention.
» Suppose classes of students are assigned to two different
pedagogy scheme. A measurement unit is one student,
and an experimental unit is a whole class of students
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