Section 4.1-4.2
Pairwise Comparisons & Contrasts

Yibi Huang

e Inference for a Single Mean y; in a Multi-Sample Problem
e Pairwise Comparisons
e Contrasts
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Last Lecture
One-way ANOVA F-test for the Grass/Weed Competition Study:

Ho : piin = piiy = HoN = H3N = [4aN = [lay
Ha : pan, 1y, pon, 143N, Hans, pay are not all equal

> 1ml = lm(percent ~ trt, data=grass)
> anova(lmi)
Analysis of Variance Table

Response: percent

Df Sum Sq Mean Sq F value Pr(>F)
trt 5 6398.3 1279.67 71.203 3.197e-11 *x*x*
Residuals 18 323.5 17.97

» The tiny P-value means there exists differences among the
means. What's the next?
> Want to determine which means are different and identify
treatments statistically of the same effect
Chapter 4 - 2



Section 1

Inference for a Single Group Mean y; in a
Multi-Sample Problem
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Notations for the t-Critical Values

In the remainder of the course, we use

to/2,dr to denote the value that ty CuUrve

P(—tajoar < T < tapoar) =1—a

where T has a t-distribution w/ df —to/2,df to/2,df
degrees of freedom

How to find t, /5 4r using R and the t-Table?

to.1/2,dr 10.05/2,df t0.01/2,df
4 4 4
t0.05/2,3 ~ 3.182 /2 — onetall[0.1 005 0.025 001 0.005
to.12 ~ 2.101 o — two tails |02 0.10  0.050 0.02 0.010
df1[3.08 631 12.71 31.82 63.66
> qt(0.05/2, df=3, lower.tail=F) 2/1.89 292 430 696 9.92
[1] 3.182446 3 1.64 ;is ;.18 454 584
> qt(0.05/2, df=18, lower.tail=F) ¢ [loo ooy  apo 312 400
[1] 2.100922 6144 194 245 314 3.71
7/1.41 1.80 236 3.00 3.50
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Confidence Interval (Cl) for One-Sample Mean (Review)
If yi,y2,...,yn are iid. ~ (u,0?),

e valid for all n if y;'s are normal

by CLT = Z = ~ N(O 1) ® approx. valid for large n

o .
/f if yi's are not normal

. . o (v—v)2
However, o is unknown. We estimate it with s = w

® valid for all n if y;'s are normal

y— 1
s/v/n

t=

~ th_1 ® approx. valid for large n

if yi's are not normal

Inverting P(—ty /o p—1 <t = Z/_—\/’% < ty/2,n-1) = 1 —a, we get the
(1 — «)100% ClI for p:

_ s

y=£ ta/2,n71 X %

Chapter 4 -5



A Naive Cl for a Group Mean in a Multi-Sample Problem

Model for the multi-sample problem:

yi = pi+eg, g5~ N(0,0%)

Yke — Pk
= z=Yke "Mk N1
o i (0,1)

A naive estimate for the unknown o is

sk = the sample SD of the kth group = \/

From that

)/ — Mk

t=

BN

Distribution of
Population 3

g
T 1 T

Hs

Distribution of
Population 2

g
T I T
Hz

Distribution of
Population 1

Ha

S (Vi — Vke)?
ne—1 '

~ tnk—17

a naive but valid 100(1 — «)% ClI for px would be

Yke £ taj2,n—1 X

Sk

Nk

» using only data in the kth group, ignoring the rest, not optimal
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A Better Cl for a Group Mean in a Multi-Sample Problem

As all the groups have a common SD o, Distiuton o
. opulation
data in other groups cannot help i oo
estimating p, but they can help Dbt of Hs
estimating 0. A better estimate for o is Population 2
T < T = T
H2
_ JheE - \/ L, ( — i) e ‘
— 8 W

We have

t:yko_,uk: Yie — Mk ~ ty
o/  /MSE/\/nk e
from which, a better 100(1 — «)% Cl for pu is

vMSE
P using observations in all groups to estimate the unknown o
» with a higher df = N — g, not n — 1

Yko + ta
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Case Study: Grass/Weed Competition

Treatment | IN 1Y 2N 3N 4N 4y
Meany, | 95 8225 815 6825 505 52, MSE=17.97
SDs | 216 3775 3512 556 500 4.546

The naive 95% Cl for pgy using only data in Group 4Y:

Sy 4.546
ot ton ~ 52 +3.182 x
}/4Y /2 Y — 1\/m \/Z

The better 95% Cl for p4y using the MSE is

VMSE V17.97
Viet tajon—g———= =5242.101 x

nay V4
where ngy = 4, N =24, g =6, a = 0.05. Using R, we can find
ta/2,ny—1 = t0.05/2,4-1 ~ 3.182 and t, 2 n—g = t0.05/2,24-6 ~ 2.101.
> qt(0.05/2, df = 4-1, lower.tail=F)
[1] 3.182446
> qt(0.05/2, df = 24-6, lower.tail=F)
(1] 2.100922

~ 52 4+7.23.

~ b2+ 4.45

Observe the naive Cl has a bigger margin of error 7.23 than the margin of
error 4.45 for the CI using the MSE.
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Interpretation of the better 95% CI for pi4y: 52 4= 4.45

For plots received 800 mg N /kg soil and 1 cm of irrigation per
week, we estimate that 52.0% of living material is bluestem (grass)
on average with a margin of error of 4.45% at 95% confidence.
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Section 2

Pairwise Comparison
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Pairwise Comparison of Group Means
Model for the multi-sample problem:
Yij = pi +€ij,  Ejj~ N(0,0'2)

Consider the pairwise comparison of group means px — pg:
> the estimator is Yo — Vye
» Since y,, and y,, are independent, we have

0'2 0'2
Var(.yko yﬁo) Var(yko) + Var y(o - + -
1 1
> SD(yko y@o) - Var(yko yf. ni IT@

1
> SE(ka y@o) = SD(yko yéo) = \/ SE " + ng> .
Yke =Yoo — (1 — 1e) _ Yie = Yro — (b — pie)
SE(Vie — ¥V
(Vke = Vito) \/I\/ISE (le N L)
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Confidence Intervals for Pairwise Differences
The 100(1 — «)% confidence interval (C.I.) for pix — ¢ is

1 1
Vie — Yve T t. _o/MSE|l —+ — ).
Yke = Yo a/2,N g\/ (nk + ne)

Note this is neither the two-sample Cl assuming equal SDs

2 (m=1)sp+(n—1)s7

o 1 1
Yo —YeeEtas2,nn,—2 53(n7+n7)’ where s, = T =2

nor the two-sample Cl not assuming equal SDs

$2 $2 (i + i)Z
yko - .)760 + ta/2,df - + i7 where df = sznk ‘ 52
Ny ny #(i)z_i_ 1 (7«)2
ng—1 k ng—1\ny

g nj v, )2
> MSE = % calculated using the entire dataset is a

more accurate estimator of o2 than SFZ, or s,f, sg calculated using

only data in the two groups compared

» The critical value for the two-sample C.I. is larger

ta/2,nk+ng—2 > ta/2,N—g
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Hypothesis Testing for Difference
For testing the hypothesis Hg: px — pe = 0, the test statistic is

= Yko - YKO — Yko - YZ. ~ ty
SE(Vke — Vo) 1 1 ¢
MSE (n7 + )

ne

The calculation of the p-value depends on H, as follows

H, Pk — pe # 0 e — pe <0 Pk — pe >0

p-value ‘ )
-L -At
t t

=Itl It
The bell curve above is the t-curve with df = N — g.
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Case Study: Grass/Weed Competition

Group | IN 1Y 2N 3N 4N 4Y
Meany, | 05 8225 8L5 6825 505 52, MSE=17.97
SD s | 216 3.775 3512 556 5.00 4.546

A 95% confidence interval for pin — g1y is

_ _ 1 1
YiNe — Y1ve Tt 10.02518 X \/MSE ( + >
mN my

=95 —82.25 £2.101 x \/17.97 <111 + i) =12.75£6.65

in which tp.g2518 = 2.101 is found using the R command

> qt(0.05/2, df = 18, lower.tail=F)
[1] 2.100922

Irrigation reduced the percentage of grass (bluestem) by 12.75%
on average, with a margin of error of 6.65%, at 95% confidence.
Chapter 4 - 14



Case Study: Grass/Weed Competition

To test whether treatment 1N and treatment 1Y have the same
effect

Ho : pan —paiy =0 vis. Hy:opan — pay # 0

the test statistic is

YiNe — YiYe _ 05 — 82.25 N 12.75

- ~ 4.253

CMSECE +E)  (Jimer(d+d) 29978

my
with df = N — g =24 — 6 = 18. The two-sided P-value is

> 2*pt(4.235, df = 18, lower.tail=F)
[1] 0.0004979698

As the P-value < 0.05, we again confirm that irrigation made
grass (bluestem) less competitive.
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Pairwise t-Tests in R

The R command pairwise.t.test can perform pairwise comparisons
between all pairs of treatments, but it shows the P-values only.

> pairwise.t.test(grass$percent, grass$trt, p.adjust="none")

Pairwise comparisons using

t tests

data: grass$percent and grass$trt

1N 1y 2N
1Y 0.00048 - -
2N 0.00027 0.80527
3N 5.0e-08 0.00019 0.00033
4N 1.5e-11 3.7e-09 5.3e-09
4Y 2.7e-11 7.8e-09 1.1e-08

P value adjustment method:

3N

1.3e-05
3.8e-05

none

with pooled SD

4N

0.62287

Note that we must include p.adjust="none" in the command.
Otherwise the P-value is not calculated using t-tests.
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Underline Diagrams (p.88, Section 5.4.1)

a concise way to summarize pairwise comparisons

1N 1y 2N 3N 4N
1Y 0.00048 - - - -
2N 0.00027 0.80527 - - -
3N 5.0e-08 0.00019 0.00033
4N 1.5e-11 3.7e-09 5.3e-09 1.3e-05 -
4Y 2.7e-11 7.8e-09 1.1e-08 3.8e-05 0.62287

How to make a underline diagram?
1. Write out group labels horizontally in increasing order
sorted by group means
2. (Write the group mean y;, under each corresponding group)
(may skip)
3. Draw a line segment under a set of groups if no two groups in
that set of groups are significantly different from each other

4Y 4N 3N 2N 1Y 1N
50.5 52 68.25 81.5 82.25 95
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Underline Diagrams

In an experiment with 5 treatments A, B, C, D and E, the

underline diagram for all pairwise comparisons of the 5 treatments
is as follows.

C B A D E

Answer the following questions:

» Order the means of the 5 groups from low to high.
C<B<A<D<E

» Check all the pairs that are significantly different from each
other.

moO > W

Nl<|<l<|<

v | v
B A D
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Least Significant Difference (LSD)

» It's an awful lot of work to to compare every pair of groups.
One needs to compute the SE, the t-statistic, and P-value for
each pair of groups. When there are g groups, there are
(§) = g(g — 1)/2 pairs to compare with.

» When all groups are of the same size n, an easier way to do
pairwise comparisons of all treatments is to compute the least
significant difference (LSD), which is the minimum amount
by which two means must differ in order to be considered
statistically different.
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Least Significant Difference (LSD)

» When all groups are of the same size n, the SEs of pairwise
comparisons all equal to

SE = I\/ISE<1+1>
n n

» To be significant at level «, the t-statistic for pairwise
comparison

Yko B }760
SE
must be at least t,/» y_g in absolute value

» So uk and puy are significantly different at level « if and only if
Yke — Yye is at least

t =

1 1
ta/Z,N—g MSE (n + n) — LSD

in absolute value, which is called the least significant
difference (LSD)
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Least Significant Difference (LSD)

For the Grass/Weed experiment, the critical value at a = 5%
significance is ta/2,N—g = 10.025,24—6 ~ 2.101, the LSD at 5% level
is

1 1 1 1

Two treatments are significantly different at 5% level if and only if
their mean differ by 6.30 or more.

The only two pairs with no significantly difference are (4Y, 4N) and
(2N, 1Y), as they are the only pairs differ less than 6.30 in mean.

4Y 4N 3N 2N 1Y 1N
50.5 52 68.25 81.5 82.25 95
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Section 3

Contrasts
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Quantities of Interest Other Than Pairwise Differences (1)
For the Grass/Weed experiment, we are also interested in
Q1 Irrigation effect: pin — p1y Or pan — fay Of the combination

MIN t pan pay + pay
2 2

9|0 190

Irrigation 7 e H1N
effect at
Nlevel 200

8|0

A Hay

Han

5|0

—e— No Irrigation
, |--4&- 1 cm Irrigation/week

6 260 460 660 860

Nitrogen Level (mg N/kg Soil)
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Quantities of Interest Other Than Pairwise Differences (2)
Q2 Does the irrigation effect change with nitrogen levels?

(N —pay)  —  (pan — pay)
—_———— —_——
irrigation effect at irrigation effect at
nitrogen level 200 nitrogen level 800
o
S
— . .
Irrigation 7 e Hn
S effectat
Nlevel 200
A}:llY

8|0

GIO

Han

5|0

—e— No Irrigation
, |--4&- 1 cm Irrigation/week

6 260 460 660 860

Nitrogen Level (mg N/kg Sail)
Chapter 4 - 24

Population Mean Percentage of Grass
7|0

40




Quantities of Interest Other Than Pairwise Differences (3)

For the Grass/Weed experiment, we are also interested in

Q3 Nitrogen effect: puin — poN, foN — M3N, €tc.

190

Nitrogen effect
Nlevel 200 vs 400

9|O

80
»
=
Se
=

Nitrogen effect
Nlevel 400 vs 600
Han

Nitrogen effect

Percentage of Grass
7|0

- Nlevel 600 vs 800
Han
3 T
—— No Irrigation A Fay
=i - - 1 cm Irrigation/week
|
200 400 600 800 1000

Nitrogen Level (mg N/kg Soil)
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Quantities of Interest Other Than Pairwise Differences (4)

Q4 Is the nitrogen effect linear?

MAN — HoN _ H2N — H3N - - H2N T [3N _ M3N /4N

200 200 200 200 @ ¢

—— No Irrigation
--- 1 cm Irrigation/week

Population Mean Percentage of Grass

200 400 600 800 1000
Nitrogen Level (mg N/kg Soil)
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Definition of Contrasts
All the quantities above are contrasts.

A contrast is a linear combination of group means pu;'s

C= Zil Wilhi

where the w;'s are known coefficients that add up to 0,

& ., —
c  wi=0.

Ex. Irrigation Effect Contrast:
C — PN T HaN _ pay ¥ play

2 2
= 0.5 pan+ 0.5 pan+(—0.5) pury+(—0.5) pray+ 0 pon+ 0 pzn
1 1 il 1 1 1
Wi wan wry Way wan w3

Observe that  winy + wan + w1y + way + won + w3n
=05+4+05+(-0.5)+(-05)+0+0=0
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Example of Contrasts

Q2 Does the irrigation effect change with nitrogen levels?

C = (N — pay) — (pan — pay)

= 1 pan+(=1)pay+(—1)pan+ 1 pay+ 0 pon+ 0 p3n
{ 1 1 1 1 1

Win w1y wan Wway wWanN W3N

Observe that > ,wj =1+ (-1)+(-1)+1+0+0=0.
Q4 Is the nitrogen effect linear?

C — MAN— H2N  H2N /3N

200 200
= 555 HiN+(555) N+ 55 Han+ O pan+ O pav+ O puay
4 i \ \ \ 1
WIN wWaN w3N wan w1y way

Observe that Eiwizz—gm+(2;(%)+fém+0+0+0:0.
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More Examples of Contrasts

» Every pairwise comparison is a contrast! (C = uyx — 1)
wir =1, wp = —1, all other w;'s are 0, and
S8 jwi=14(-1)+0+--4+0=0

> A single treatment mean C = py is NOT a contrast
C— p1t po g3t pa s

2
W] = wy = % W3 = W4 = W = —%, which add up to 0.

> Is a contrast? Yes.

C:M1+M2_M3+M4
2 2
W] = wy = %,w3:w4:—%,W5:1, which add up to 1, not 0.

> Is + ps a contrast? No.

Chapter 4 - 29



Estimator and Confidence Interval for a Contrast
A natural estimator for a contrast C = Z,g:1 Wil is

=R g
= E WiYie
i=1

AS Y1e) Y2e:- -+ and Y, are indep. of each other, we know

g

g g g
Var( Zw,'?,-.) = ZVar(wi?;.) = Zw?Var(y,. Z
i=1 i=1 i=1

=1

The SD and SE of the estimator C:

A (1 — «)100% confidence interval for the contrast C is
C =+ tyon_g % SE(C)
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Hypothesis Testing for a Contrast

To test whether a contrast C is 0, Hg : C = 0, the test statistic is

~ g o
t = C Zl 1wlylo t

\/MSEx s,

The calculation of the p-value depends on H, as follows

H, C#0 C<o0 C>0

A A

=Itl 1t
The bell curve above is the t-curve with df = N — g.
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Does the Irrigation Effect Change with Nitrogen Levels?
Group ‘ 1IN 1Y 2N 3N 4N 4Y

MSE = 17.
V. | 95 8225 815 6825 505 520 Mot 1797
The contrast we consider is
C= (pan—pay) —  (pan — pav)
—_— —_——
irrigation effect at irrigation effect at
nitro level = 200 nitro level = 800

in which (W]_N,W1Y7UJ2N,W3N, W4N,CU4Y) = (17 _17 07 07 _17 1)

The contrast is estimated by

o~

C=Yine = V1ve — (Vane — Yays) = 95— 82.25 — (50.5 — 52) = 14.25.

with the standard error
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Does the Irrigation Effect Change with Nitrogen Levels?

To test whether the irrigation effect changes with nitrogen level
Ho: C =0v.s. Hy: C #0, the t-statistic is

~

14.2
¢ = 1425 ~ 3.36

t= =
SE(C) 4.24

with df = N — g =24 -6 =18.
The two-sided p-value is

80
|

> 2*pt(3.36,df=18, lower.tail=F)
[1] 0.003486951

The small P-value indicates the
irrigation effects are significantly
different at the nitrogen level 200
and 800 mg N/kg soil.

60
|

—— No Irrigation \
3 -4 - 1 cm Irrigation/week

Sample Mean Percent of Grass

Vax:
1

[ T T T T T T
200 400 600 800
Nitrogen Level (mg N/kg Soil)
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Does the Irrigation Effect Change with Nitrogen Levels?

The 95% confidence interval for C = (u1n — pi1y) — (Han — pay) is
C =+ tooosn_g X SE(C) ~ 14.25 + 2.101 x 4.24 ~ (5.34,23.16)

in which tg.025.24—6 ~ 2.101 is found by the R command

> qt(0.025,df=18, lower.tail=F)
[1] 2.100922

This means that the irrigation effect (% of grass w/ irrigation —
w/o irrigation) is on average 5.34% to 23.16% higher at nitrogen
level 200 than at level 800 mg N/kg soil, with 95% confidence.
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Is the Nitrogen Effect Linear?

Treatment ‘ 1IN 1Y 2N 3N 4N 4Y

Meany,, | 05 8225 BL5 6825 505 52 o0~ 1797

The contrast we consider is

C_ MIN T foN  paN — H3N _ FaN — 2N F H3N

200 200 200
with the coefficients (win,wan, w3n) = (ﬁ, %, ﬁ).

The contrast is estimated by

95—-2x 81.5+68.25 0.25

6 _ Y].N. - 2)72No +)73No _
200 200 200

= 0.00125.

with

~ £\ w? 1/200)2  (53)%  (1/200)>
SE(C):\IMSEZL:’_ - 17.97(( /400) +(2(f) L /400) )z0.026
i=1 !
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Is the Nitrogen Effect Linear?
To test whether the nitrogen effect is linear, the t-statistic is

,_ C _ooms oo -
SE(C) 0.026 S

o Ayw-

withdf = N —g =24 -6 =18. a7 .

The two-sided p-value is

> 2xpt(0.048,df=18, lower.tail=F)
[1] 0.9622448

60

—— No Irrigation
%~ 1lcm Irrlgatlon/week

Sample Mean Percent of Grass

50

Vi
Conclusion: The huge P-value 200 ' 400 = 600 = 800
gives little evidence of nonlinearity Nitrogen Level (mg N/kg Soil)
(at nitrogen level 1,2, and 3).

Remark: One can also test the linearity at level 2, 3, and 4
C_ M2N— H3N [N~ MaN _ floN — 213N F pan
200 200 200

which is left as an exercise.
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