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1. CONJUGATE GRADIENT METHOD

Many iterative methods for solving Ax = b have the form

xFFD) = xE=1) 4 (agpz®) — x ) — x(B=1)) (1.1)

where
M2 — 8 — b Ax® (1.2)
for some M. In particular, if wy = 1 and o = 1 then this reduces to
xFHD) = M1 (b — Ax®)) — x()
or
Mx*D =p — (A4 — M)x® = Nx*) 4+ b

where A = M — N. Our goal is to choose the parameters oy, and wy, so that || P,(M~1A)e(?] is
minimized, where e®) = x — x(¥) and e*) = P, (M~1A4)e(®.
Suppose that we can impose the condition that

(z(k), Mz(k)) = ik

where both M and A are n x n and required to be symmetric positive definite. If this is possible,
then it follows that z("*1) = 0, and therefore r("*1) = 0, implying convergence in n iterations.
It follows from (1.1) that

b — Ax*D = b — Ax*D — 0 (0, A2 + AP — b+ b — AyF)
which simplifies to
rF D = p*=D _ (ap Az — pB) 4 p (D),
From (1.2), we obtain
Mz*H) = ppz(=D wkH(akAz(k) — Mz® + Mz(k_l)).
We use the induction hypothesis
(z(p),Mz(q)) =0, p#q, p=12,... k.
Then
(2™, Mz*FDy = (20 Mz*D) — w1 (2™, 42F)) — (25 Mz®)) 4 (2F) | Mz

which yields
(z(k)7 Mz k)
ap = ——————=.
(Z(k)’ Az(k))

Similarly,
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which yields
(Z(k_1)7 Mz(k‘—l))
WE+1 = ap(zh=1, Az*)) + (z(k=1) Mz(k=1))"
We can simplify this expression for wgy1 by noting that by symmetry,

(251, Az®)) = (2F)| Az(k—1)

and therefore
(2™, Mz®)) = (2% Mz + wp(ap_1 (2, AzF1) — (20 Mz*=D) 4 (2" pzE=2)))
= wp(ap_1(z®, Az*F~D)y)
which yields
(Z(kfl)’Mz(kfl))
We+1 = ar_ 1 (k) k _ _
— %L (7(k) Mz®) + (zk=1), Mz(k-1)

Q41 Wk

or
o 1 (2®, Mz®)) 771

Q1 (jk (z+=1), Mz(k-1)

Wet1 = |1 —
We have shown that
(Z(k),MZ(k+1)) _ (z(kfl)yMZ(kJrl)) —0.
It can easily be shown that
(2, Mz* Dy =0, ¢<k-1.
We now state the classical conjugate gradient algorithm:

x(0) given
Solve Mz = r(0)
p(O) — 50)
for k=0,...
(z<k),MZ(k>)
ap =

x(k+1) = x(8) 4 g, p(k)
r(k+1) = r(k) + akAp(k)
Test for convergence

Solve Mzk+1) = p(k+1)
_ @) MgD)
Pr1 = = m irmmy

p(k+1) = Z(k"’_l) _|_ ﬁk+1p(k)
end

It can be shown that
xF D) = xO 4 p(K)z©
where K = M~'A. Furthermore, amongst all methods which generate a polynomial for a given
x() the conjugate gradient method minimizes the quantity

6kJrl _ e(kH)TAe(kH).

Most notable of all is that if A has p distinct eigenvalues, then the conjugate gradient method
converges in p steps. This is particularly useful in domain decomposition, where the interface
between two subdomains consists of only a small number of points.
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