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1. Convergence of Iterative Methods

Recall the basic iterative methods based on the splitting A = D + L + U , the Jacobi method

Dx(k+1) = −(L + U)x(k) + b

and the Gauss-Seidel method
(D + L)x(k+1) = −Ux(k) + b.

These are examples of one-step stationary method, which is an iteration of the form

Mx(k+1) = Nx(k) + b,

where A = M −N .
Let B = M−1N , and define e(k) = x − x(k). Then e(k+1) = Be(k) = Bk+1e(0). Recall that

if ρ(Bk) < 1 then e(k) → 0 for all choices of x(0). Also, recall that for all consistent norms,
ρ(B) ≤ ‖B‖.

Therefore, a sufficient condition for convergence of the Jacobi method is ‖B‖∞ < 1 where

bij =

−
aij

aii
i 6= j,

0 i = j.

Note that

‖B‖∞ = max
i

∑
j 6=i

∣∣∣∣aij

aii

∣∣∣∣ < 1

if B is diagonally dominant.
Now, define

ri =
∑
i6=j

∣∣∣∣aij

aii

∣∣∣∣ , r = max
i

ri.

Then we have the following result:

Theorem If r < 1, then ρ(BGS) < 1. In other words, the Gauss-Seidel iteration converges if A is
diagonally dominant.

Proof The proof proceeds using induction on the elements of e(k). We have

(D + L)e(k+1) = Ue(k),

which can be written as
i∑

j=1

aije
(k+1)
j = −

N∑
j=i+1

aije
(k)
j , i = 1, . . . , N.
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Thus

e
(k+1)
i = −

N∑
j=i+1

aij

aii
e
(k)
j −

i−1∑
j=1

aij

aii
e
(k+1)
j , i = 1, . . . , N.

For i = 1, we have

|e(k+1)
1 | ≤

N∑
j=2

∣∣∣∣aij

aii

∣∣∣∣ |e(k)
j | ≤ ‖e(k)‖∞r1.

Assume that for p = 1, . . . , i− 1,

|e(k+1)
p | ≤ ‖e(k)‖∞rp ≤ r‖e(k)‖∞.

Then,

|e(k+1)
i | ≤

i−1∑
j=1

∣∣∣∣aij

aii

∣∣∣∣ |e(k+1)
j |+

N∑
j=i+1

∣∣∣∣aij

aii

∣∣∣∣ |e(k)
j |

≤ r‖e(k)‖∞
i−1∑
j=1

∣∣∣∣aij

aii

∣∣∣∣ + ‖e‖∞
N∑

j=i+1

∣∣∣∣aij

aii

∣∣∣∣
≤ ‖e(k)‖∞

∑
j 6=i

∣∣∣∣aij

aii

∣∣∣∣
= ri‖e(k)‖∞
≤ r‖e(k)‖∞.

Therefore
‖e(k+1)‖∞ ≤ r‖e(k)‖∞ ≤ rk+1‖e(0)‖∞,

from which it follows that
lim

k→∞
‖e(k)‖ = 0

since r < 1. �

We see that the Jacobi method and the Gauss-Seidel method both converge if A is diagonally
dominant, but convergence can be slow in some cases. For example, if

A =


2 −1

−1
. . . . . .
. . . . . . −1

−1 2


is of size N ×N then

−D−1(L + U) =


0 1/2

1/2
. . . . . .
. . . . . . 1/2

1/2 0


and therefore

ρ(BJ) = cos
π

N + 1
= cos πh ≈ 1− π2h2

2
+ · · ·

which is approximately 1 for small h = 1
N+1 . We would like to develop a method where ρ(B) ≈

1− ch.
Now, suppose B = B>. Then

‖e(k)‖2

‖e(0)‖2
≤ ‖B‖k

2 = ρ(B)k.
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We want ‖e(k)‖2/‖e(0)‖2 ≤ ε, so if we let ρk = ε, then

k =
− log ε

− log ρ

is the number of iterations necessary for convergence. The quantity − log ρ is called the rate of
convergence.

2. The SOR Method

The method of successive overrelaxation (SOR) is the iteration

x
(k+1)
i =

ω

aii

[
bi −

i−1∑
j=1

aijx
(k+1)
j −

N∑
j=i+1

aijx
(k)
j

]
+ (1− ω)x(k)

i .

The quantity ω is called the relaxation parameter. If ω = 1, then the SOR method reduces to the
Gauss-Seidel method.

In matrix form, the iteration can be written as

Dx(k+1) = ω(b− Lx(k+1) − Ux(k)) + (1− ω)Dx(k)

which can be rearranged to obtain

(D + ωL)x(k+1) = ωb + [(1− ω)D − ωU ]x(k)

or

x(k+1) =
(

1
ω

D + L

)−1 [(
1
ω
− 1

)
D − U

]
x(k) +

(
1
ω

D + L

)−1

b.

Define

Lω =
(

1
ω

D + L

)−1 [(
1
ω
− 1

)
D − U

]
.

Then

detLω = det
(

1
ω

D + L

)−1

det
[(

1
ω
− 1

)
D − U

]
=

1
det

(
1
ωD + L

) det
[(

1
ω
− 1

)
D − U

]
=

ωn∏n
i=1 aii

(1− ω)n
∏n

i=1 aii

ωn

= (1− ω)n.

Therefore,
∏n

i=1 λi = (1 − ω)n where λ1, . . . , λn are the eigenvalues of Lω, with |λ1| ≥ · · · ≥ |λn|.
Therefore |λ1|n ≥ (1−ω)n. Since we must have |λ1| < 1 for convergence, it follows that a necessary
condition for convergence of SOR is

0 < ω < 2.

3. Block Methods

Recall that in solving Poisson’s equation on a rectangle, we needed to solve systems of the form

−vj + Tvj − vj+1 = gj .

This can be accomplished using an iteration

Tv(k+1) = gj + v(k)
j−1 + v(k)

j+1,
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which is an example of a block Jacobi iteration, since it involves solving the system Au = g by
applying the Jacobi method to A, except each block of size N ×N is treated as a single element.
Similarly, we can use the block Gauss-Seidel iteration

Tv(k+1)
j = gj + v(k+1)

j−1 + v(k)
j .

4. Richardson Method

Consider the iteration

x(k+1) = (I − αA)x(k) + αb

= x(k) + α(b−Ax(k))

= x(k) + αr(k)

This is known as the Richardson method. If we define the error e(k) = x−x(k), then e(k+1) = Bαe(k)

where Bα = I − αA; we want to choose the parameter α a priori so as to minimize ‖Bα‖.
Suppose A is symmetric positive definite, with eigenvalues

µ1 ≥ µ2 ≥ · · ·µn > 0.

Since B = I − αA, λi = 1− αµi. We want to choose α so that ‖Bα‖2 is minimized; i.e.

min
α

max
1≤i≤n

|λi(α)| = min
α

max
1≤i≤n

|1− αµi|.

The optimal parameter α̂ is found by solving

1− α̂µn = −(1− α̂µ1)

which yields

α̂ =
2

µ1 + µn
.

Note that When 1− αµn = −1 that the iteration diverges, from which it follows that the method
converges for 0 < α < 2/µn. However, this iteration is sensitive to perturbation, and therefore bad
numerically. For example, if µ1 = 10 and µn = 10−4, then the optimal α is 2/(10 + 10−4, but this
is close to a value of α for which the iteration diverges, α = 2/10.

Also, note that

λ1(α̂) = 1− 2
µ1 + µn

µ1 =
µn − µ1

µ1 + µn
,

and similarly,

λn(α̂) =
µ1 − µn

µ1 + µn
=

µ1

µn
− 1

µ1

µn
+ 1

=
κ(A)− 1
κ(A) + 1

.

Therefore the convergence rate depends on κ(A).
For example, consider the Helmholtz equation on a rectangle R,

−∆u(k+1) + σ(x, y)u(k) = f , (x, y) ∈ R

u = g, (x, y) ∈ ∂R

Using a finite difference approximation for ∆ gives

A =


T −I

−I
. . . . . .
. . . . . . −I

−I T


and thus the iteration has the form

Au(k+1) + h2Σu(k) = f
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where

Σ =

σ11

. . .
σnn

 , σij = σ(xi, yj).

We wish to determine the rate of convergence. We define the error operator by

e(k+1) = (h2A−1Σ)e(k).

Therefore
‖e(k+1)‖2 ≤ h2‖A−1‖2‖Σ‖2‖e(k)‖2.

But
‖Σ‖2 = max

i,j
|σij |

and

λmin = 4− 4 cos πh

= 4(1− cos πh)

= 8 sin2

(
πh

2

)
Therefore

‖e(k+1)‖2 ≤
maxi,j |σij |

2
(

sin xh/2
h/2

)2 ‖e‖2 ≈
maxi,j |σij |

2π2
‖e(k)‖2

and thus the size of the problem mesh has disappeared, and the method converges if maxi,j |σij | ≤
20. The rate of convergence is essentially independent of h, which is very desirable.

Department of Computer Science, Gates Building 2B, Room 280, Stanford, CA 94305-9025
E-mail address: golub@stanford.edu

5


