Computation Guidelines

In performing calculations, it is best
to keep #'s on the same side
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In statistics, we often need to
compute
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which is often rewritten as
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This formula is no good-- if the x;'s are all large, then
we're adding a bunch of large #'s, then subtracting a
large # -- of course, the advantage for this is that it is a
"one-pass" algorithm, whereas the first one was a "two-
pass" algorithm
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Sherman-Morrison Formula Monday, October 17, 2005

Suppose we have A, AL, want to
compute (A+ uv’)!

(A + uv’)i/2

without re-computing the entire inverse; or
maybe we want (A + uv’)¥2 or in general f(A + uv’)

aside: we can't do this for eigenvalues

we'd like to know how changing
only one element changes things:

Ar ~4 41

A= A
%

This is the same as
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In perturbation theory we had A + €E

Here we have (A+uv’)y = b; original problem was
Ax =Db

(I + Aluv)y =Alb =x; letw =Alu

So our problem is
y=({+wv)ix

Want a matrix X satisfying (I + wv)X =1

(I+wv')l=7?

Observe that the eigenvalues of a

rank one matrix are easy to compute:
wv’' ? = A? A=vw,0,..0
viwv'? = Av7?

Matrix inversion Corresponds to reciprocating
eigenvalues, so

X = (I + owv’)
(I+wv)(I+owv')?’=1

multiplying out gives

ST s - S sfs > 77
T 6oV + v 2 SV =1
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need these to sum
to O

The three terms above can be expressed as
(c+ 1+ ovw)wv’

Soo(l +vw) = -1

- !
g =

1+v

This gives our algorithm

1) Solve Ax =b
2) Solve Aw = u
3) y=({+wv)Ix

= (I + owv’)x
=X + o(vixX)w,
-1

7= 1+ vles
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The idea: first solve the problem without
perturbation, then Compute with the perturbation
then compute o from that, and done

Unfortunately this is extremely prone to
numerical inaccuracies, so use with caution
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: s Monday, October 17, 2005
Domain Decomposition 11:32 AM

Over the years, people have applied
separation of variables to solve Poisson
equation on rectangular domains -- how

about a pair of linear domains?
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So, this matrix is really like
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Called "domain decomposition”. -the idea is
to break the problem into subdomains,
solve on them, then make corrections
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Solving linear Equations Monday, October 17, 20

Ax = b, A: n x n, full rank

Wart to solve the system; one idea is to
factor A

PQx =b
1) Solve Py = b
2) Solve Qx =y

Different kinds of P, Q:

R

ah?fi’bi ) X"b'm'

£ L

or orthogonal:

The one we focus on most is when
P is lower triangular:

p11X1 = b1
P21X1 + p22X2 = by
pn1X1 + ... + pnan = bn
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This is called "back substitution" and
requires O(n?) operations

The object is to get these Equations into
simple form
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. . . - Monday, October 17, 2005
Gaussian Elimination 11152 AM

It turns out that Gaussian Elimination
amounts to factorization into LU,
lower and upper triangular

d11X1 + a@i2X2 + .. + dinXn = bz

a21X1 + az2x2 + ..+ aznXn = bo

aniXi + a@n2X2 + .. + @nnXn = bn

Provided aﬂ#()/ can multiply equation
(1) by “% and subtract from 2:

—  * :
a'[/[ 7(:’] g 4,]‘47‘_‘ . bq

@ i Q;QYQ + 7 {/ Qa/m x"l : [07

/ _Ia .
where 0(% = &2/} (30721; j 5{/\/)

WC can do the same thing with
the first entry of every equation:

&.qu + -
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how many operations? There are (n-1) rows
and n columns so n? - n

We can continue the whole procedure to
knock out all entries below the diagonal

&A=

(2
o - W)
? NG (
2 (2)
9 O\E@\ @

Provided a(‘} -0

3
n
It takes a total of 4 operations to

get the matrix to this forpﬁ, and
backsubstitution takes “2
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i Monday, October 17, 2005
Continued A

Consider a new matrix

= ﬂ,;«
fx;’l g
Ay~ My A
AL sy, Ay

QA
(we already computed p\%: Ac ) )

In general

Ak+1 = MiAk = MiMi-1Ak-1
An = Mp-iMn-2..M2M:A =: U,
U upper triangular
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Recall that
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Claim that

how about Mq/l Miq ?

[ N o
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Theorem: if g/{.‘;,] ?f@/ then A = LU
N

det A = det(LU) = det L det U = uii1U22...Unn
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Monday, October 17, 2005
12:17 PM

Note if we partition

A=LU
/A 11 Aq’)\ then Az = LU
/{\),\ AN

ie this factorization is a factorization of
submatrices

. —4q,
SO M’)'Z jg providing erL 711\ 14

L —4
N (N
Wown Zevp
So, A [\ factorization always exists if
by
Aeﬂ A\ nonzero
- 4

27

But this would break down

/4‘21) J 23
g | o [egds)
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b

Key to remember is that Gaussian
elimination is factorization

10.17 Page 17



