
from last time, we have the norm
relation

Suppose we are solving and

we have an approximation

Now, is a solution

to the system, but in actuality

a residual vector

If is large, then is a

poor approximation; if it's large, then
we may or may not have a good approximation

because can be large
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The number is called

the "condition number" of
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Often we think of a matrix A as
depending on a parameter:

The solution vector

we want to see how A changes as

changes; a Taylor series looks like

certainly

By chain rule

Now, say
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Now divide through by 
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What can we say about

This tells us that
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Say we have a matrix like

This only changes the element

substantially
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Suppose

Clearly not unique, as

Not even the exponent is unique:

Only significant digits-this is the

"chopped" representation

Or we might do

"rounded" representation where

This could affect all the digits up 

if they're all 9
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call this "normalized"

if we say "overflow", and if 

"underflow"

Suppose  with 

Can write

27 numbers, plus "0"; plus 27 negative 

numbers

 55numbers expressible
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The point is, the numbers are not uniformly
distributed

If we have 2 numbers and add them
together, we introduce error; use the notation

where stands for "unit" in the last

place

So is a function of and the particular

operation, "op"

The IEEE standard says that all
computers should handle floating point
stuff in the same way

Suppose we have 3 numbers , want
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So the error is distributed nonuniformly
over the summands
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In general

sn = x1 + x2 + … + xn

s0 = 0

s1 = s0 + x1

s2 = s1 + x2

…

sn = sn-1 + xn
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where

etc

One way to ameliorate the error is as
follows: if they're all positive, add them in
increasing order, since smaller #'s have smaller
error. Another possibility is to pair them up

The net effect of this is that
every # is added into the final
# the same number of times
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where
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