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Abstract. The degree of the Grassmannian with respect to the Plücker embedding is well-known. However, the Plücker embedding, while ubiquitous in pure mathematics, is almost never used in applied mathematics. In applied mathematics, the Grassmannian is usually embedded as projection matrices \( \text{Gr}(k, \mathbb{R}^n) \cong \{ P \in \mathbb{R}^{n \times n} : P^T = P = P^2, \text{tr}(P) = k \} \) or as involution matrices \( \text{Gr}(k, \mathbb{R}^n) \cong \{ X \in \mathbb{R}^{n \times n} : X^T = X, X^2 = I, \text{tr}(X) = 2k - n \} \). We will determine an explicit expression for the degree of the Grassmannian with respect to these embeddings. In so doing, we resolved a conjecture of Devriendt–Friedman–Sturmfels about the degree of \( \text{Gr}(2, \mathbb{R}^n) \) and in fact generalized it to \( \text{Gr}(k, \mathbb{R}^n) \). We also proved a set theoretic variant of another conjecture of Devriendt–Friedman–Sturmfels about the limit of \( \text{Gr}(k, \mathbb{R}^n) \) in the sense of Gröbner degeneration.

1. Introduction

The standard way to embed a Grassmannian in an ambient space is the celebrated Plücker embedding, \( \pi : \text{Gr}(k, \mathbb{R}^n) \rightarrow \mathbb{P}(\Lambda^k(\mathbb{R}^n)), \text{span}(v_1, \ldots, v_n) \mapsto [v_1 \wedge \cdots \wedge v_k] \). The Plücker embedding has many appealing features, e.g., its mean curvature vanishes and so its image is a minimal submanifold \([2, 5]\); in addition it is a minuscule embedding \([26]\). However, there are several difficulties if one attempts to use the image of the Plücker embedding as a model for the Grassmannian in applied mathematics. One issue is that while it maps subspaces to antisymmetric \( k \)-tensors, it does so only up to scaling, i.e., the image of \( \pi \) is a projective variety. This presents a problem as equivalence classes can be tricky to implement well in software, and is the whole reason why one needs a model in applied mathematics for the Grassmannian that realizes abstract subspaces as concrete objects with coordinates. Another issue is the exceedingly high dimension \( \binom{n}{k} \) of the ambient space \( \mathbb{P}(\Lambda^k(\mathbb{R}^n)) \), compared to its intrinsic dimension of \( k(n-k) \). For instance, while one might get around the first issue by further embedding \( \mathbb{P}(\Lambda^k(\mathbb{R}^n)) \) into \( \mathbb{R}^m \) with \( m = \left( \binom{n}{k} + 1 \right) \) (note also that this is only possible over \( \mathbb{R} \) but not over \( \mathbb{C} \)), the high dimension \( m \) becomes a liability when one needs to perform computations.

As a result, in areas connected to applications such as coding theory \([7, 10]\), machine learning \([12]\), optimization \([39, 42]\), and statistics \([8]\), the Grassmannian is typically modeled as a set of projection matrices:

\[
\text{Gr}(k, \mathbb{R}^n) \cong \{ P \in \mathbb{S}^2(\mathbb{R}^n) : P^2 = P, \text{tr}(P) = k \};
\]

(1)

or, more recently, as a set of involution matrices \([25]\):

\[
\text{Gr}(k, \mathbb{R}^n) \cong \{ X \in \mathbb{S}^2(\mathbb{R}^n) : X^2 = I_n, \text{tr}(X) = 2k - n \}
\]

(2)

within the vector space of real symmetric matrices \( \mathbb{S}^2(\mathbb{R}^n) \). Even without taking into account constraints that further limit dimension, points on the Grassmannian are now realized as \( n \times n \) symmetric matrices, a far lower dimensional ambient space compared to that in the Plücker embedding. It is worth noting that the model in (1) is not limited to applied areas but is also common in geometric measure theory \([30]\) and differential geometry \([34]\).

By “the degree of Grassmannian” in the title, we meant the degree of either (1) or (2) as defined by Hilbert polynomials of their projective closures, which notably applies to arbitrary fields \([20]\). It is easy to see that (1) and (2) have the same degree but (2) is defined by simpler equations (see Section 3). Henceforth we will adopt the model (2) but our results will apply to (1) as well.
To determine the value of the degree of (2), it is easier to work over \( \mathbb{C} \) and use the fact that the degree of (2) is equal to that of its complex locus

\[
\text{Gr}_c(k, \mathbb{R}^n) = \{ X \in S^2(\mathbb{C}^n) : X^2 = I_n, \ tr(X) = 2k - n \}.
\]

This is also the approach used in [11].

However, the complex locus is not the only complex geometric object that may be associated with \( \text{Gr}(k, \mathbb{R}^n) \). Indeed, the complex Grassmannian (in the involution model)

\[
\text{Gr}(k, \mathbb{C}^n) = \{ X \in H^2(\mathbb{C}^n) : X^2 = I_n, \ tr(X) = 2k - n \}
\]

is arguably a more natural object. While (3) defines a complex affine variety in the complex Grassmannian space of complex symmetric matrices \( S^2(\mathbb{C}^n) \), (4) defines a real affine variety in the real Grassmannian space of Hermitian matrices \( H^2(\mathbb{C}^n) \).

The authors of [11] favor (3) over (4) but did not provide a rationale. In Section 3, we will show that the former possesses a special property — (3) gives a minimal algebraic complexification, which is unique among all complexifications if one exists. On the other hand (4) gives a nonminimal complexification.

As our title suggests, our main goal is to establish an explicit expression for the degree of the Grassmannian as an embedded variety, which we accomplish in Section 4. We will prove a closed-form combinatorial formula for the degree of (3) in Theorem 4.3 and highlight some of its consequences. Notably, Corollary 4.4 resolves [11, Conjecture 5.7] and Corollaries 4.5 and 4.6 confirm the numerical values in [11, Proposition 5.5] (that the authors computed with Macaulay2 and HomotopyContinuation.jl). In Section 5, we will characterize the boundary points of the projective closure of (3) in Theorem 5.5 and thereby resolve a set-theoretic version of [11, Conjecture 5.8].

1.1. Degree for practitioners. We add a few words for computational and applied mathematicians who may use the models (1) or (2) in their works but who may not be familiar with the notion of degree of an algebraic variety [20, 18]. As the name implies, it is a notion that generalizes the degree of a single polynomial to more than one polynomials \( f_1, \ldots, f_k \in \mathbb{C}[x_1, \ldots, x_n] \), or, equivalently, to the variety cut out by these polynomials \( X := \{ x \in \mathbb{C}^n : f_1(x) = \cdots = f_k(x) = 0 \} \).

Geometrically, the degree counts the number of intersection points of the variety with a generic linear space of complementary dimension. Roughly speaking, it counts the number of solutions of a linear system \( Ax = b \) on a variety \( X \subseteq \mathbb{C}^n \). If \( A \in \mathbb{C}^{m \times n} \) has full rank, \( b \in \mathbb{C}^m \), and \( X \subseteq \mathbb{C}^n \) is a variety of codimension \( m \) and degree \( d \), then by definition there will be at most \( d \) solutions \( x \in X \). The degree of a variety is also a measure of how complicated the variety is. For example, hypersurfaces of degree one or two are easily understood whereas degree three or higher hypersurfaces are still mysterious [21].

The degree is an invariant of a variety but it depends on the embedding. So the notion is especially pertinent to practitioners as algebraic varieties in applications are usually explicitly embedded in some ambient spaces like \( \mathbb{C}^n, \mathbb{C}^{m \times n}, S^2(\mathbb{C}^n), \Lambda^k(\mathbb{C}^n) \), etc. Our results on the degree of Grassmannian, while primarily of theoretical interest, have some practical implications. For example, if we optimize a generic degree-p polynomial function on \( \text{Gr}(k, \mathbb{R}^n) \) in the models (1) or (2), then the number of critical points is bounded above by \( p^{k(n-k)}d \) where \( d \) is the degree of \( \text{Gr}_c(k, \mathbb{R}^n) \) in (3). For another example, the aforementioned problem of solving a system of linear equations on a variety \( X \subseteq \mathbb{C}^n \) arises in unlabeled sensing [40] where \( X \) is a set of \( n! \) points; this could conceivably be extended to \( X = \text{Gr}_c(k, \mathbb{R}^n) \subseteq S^2(\mathbb{C}) \).

The last section will involve the notion of a projective closure of an affine variety. This is a standard procedure to turn an affine variety in \( \mathbb{C}^n \) into a projective variety in \( \mathbb{P}(\mathbb{C}^{n+1}) \) by adding “points at infinity.” Taking projective closure preserves degree, a fact that is often used in the calculation of degrees.
2. Notations and background

We write \( \mathbb{Z}_+ \) for the set of nonnegative integers and \( \mathbb{Z}_{++} \) for the set of positive integers throughout. For easy reference, we recall three results from linear algebra, representation theory, and combinatorics that we will need later.

2.1. Linear algebra. While a real symmetric matrix is orthogonally diagonalizable, a complex symmetric matrix is only similar to a block diagonal matrix under conjugation by complex orthogonal matrices. We will use the following result from [16, p. 13].

**Lemma 2.1** (Canonical form for complex symmetric matrices). Let \( A \in S^2(\mathbb{C}^n) \). There exists \( Q \in O_n(\mathbb{C}) \) so that

\[
A = Q \text{diag}(\lambda_1 I_{q_1} + S_1, \ldots, \lambda_k I_{q_m} + S_m)Q^T,
\]

a block diagonal matrix with diagonal blocks of the form

\[
S_j = \frac{1}{2} (I_{q_j} - iJ_{q_j}) N_{q_j} (I_{q_j} + iJ_{q_j}) \in S^2(\mathbb{C}^{q_j}), \quad j = 1, \ldots, m,
\]

where \( I_q \) is the \( q \times q \) identity matrix and

\[
J_q := \begin{bmatrix} 0 & 0 & \cdots & 0 & 1 \\ 0 & 0 & \cdots & 1 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 1 & \cdots & 0 & 0 \\ 1 & 0 & \cdots & 0 & 0 \end{bmatrix} \quad \in S^2(\mathbb{C}^q), \quad N_q := \begin{bmatrix} 0 & 1 & \cdots & 0 & 0 \\ 0 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 & 1 \\ 0 & 0 & \cdots & 0 & 0 \end{bmatrix} \quad \in \mathbb{C}^{q \times q}
\]

are the \( q \times q \) exchange matrix and nilpotent matrix respectively. Here \( \lambda_1, \ldots, \lambda_m \), not necessarily distinct, are eigenvalues of \( A \), and \( q_1 + \cdots + q_m = n \).

2.2. Representation theory. Irreducible \( \text{SO}_n(\mathbb{C}) \)-modules are indexed by non-increasing sequences \( \lambda = (\lambda_1, \ldots, \lambda_m) \) of \( m = \lfloor n/2 \rfloor \) integers such that \( \lambda_m \geq 0 \) if \( n = 2m + 1 \) and \( \lambda_{m-1} \geq |\lambda_m| \) if \( n = 2m \). Let \( \mathcal{V}_\lambda \) be the irreducible \( \text{SO}_n(\mathbb{C}) \)-module indexed by \( \lambda \). Then its dimension [17, Proposition 3.1.19] is given by

\[
\dim \mathcal{V}_\lambda = \begin{cases} 
1 \leq i < j \leq m \sum_{1 \leq i < j \leq m} \frac{\lambda_i - \lambda_j - i + j}{j - i} \prod_{1 \leq i < j \leq m} \frac{\lambda_i + \lambda_j + n - i - j}{n - i - j} & \text{if } n = 2m + 1, \\
\prod_{1 \leq i < j \leq m} \frac{\lambda_i - \lambda_j - i + j}{j - i} \lambda_i + \lambda_j + n - i - j & \text{if } n = 2m.
\end{cases}
\]

Let \( m = \lfloor n/2 \rfloor \) and \( e_1, \ldots, e_m \in \mathbb{R}^m \) be the standard basis vectors. Then the fundamental weights of \( \text{SO}_n(\mathbb{C}) \) are \( \omega_1, \ldots, \omega_m \in \mathbb{R}^m \) defined by

\[
\omega_i = \begin{cases} 
\frac{1}{2}(e_1 + \cdots + e_m) & \text{if } n = 2m + 1 \text{ and } i = m, \\
e_1 + \cdots + e_i & \text{if } n = 2m \text{ and } 1 \leq i \leq m - 2, \\
e_1 + \cdots + e_{m-1} + e_m & \text{if } n = 2m \text{ and } i = m - 1, \\
e_1 + \cdots + e_{m-1} - e_m & \text{if } n = 2m \text{ and } i = m, \\
e_1 + \cdots + e_m & \text{if } n = 2m + 1 \text{ and } 1 \leq i \leq m - 1,
\end{cases}
\]

2.3. Combinatorics. The dominance partial ordering \( \geq \) on the set of partitions is defined by

\[
\lambda \geq \mu \iff |\lambda| = |\mu| \text{ and } \sum_{j=1}^i \lambda_j \geq \sum_{j=1}^i \mu_j \text{ for each } i = 1, \ldots, m.
\]

The following expression may be found in [4, Lemma 3.2].
Lemma 2.2. Let $m, p, d \in \mathbb{Z}_+$ and $\delta := (m - 1, \ldots, 1, 0)$. Then
\[
\int_{|x| \leq 1, x_1 \geq \cdots \geq x_m \geq 0} \prod_{1 \leq i \leq n} x_i^{\ell_i} \prod_{1 \leq i < j \leq m} (x_i^2 - x_j^2)^d \, dx = \frac{\sum_{\lambda \geq \delta} A_{\lambda,p,d} B_{\lambda,d} C_{\lambda,d}}{\Gamma(m(p + 1 + d(m - 1)) + 1)},
\]
where
\[
A_{\lambda,p,d} = \prod_{i=1}^m \Gamma(\lambda_i + p + 1 + d(m - i)/2), \quad B_{\lambda,d} = \prod_{1 \leq i < j \leq m} \frac{\Gamma(\lambda_i - \lambda_j + d(j - i + 1)/2)}{\Gamma(\lambda_i - \lambda_j + d(j - i)/2)},
\]
and, for $\lambda \geq \delta$, $C_{\lambda,d}$ is the coefficient of the Jack symmetric functions $J^{(\lambda)}(X)$ in the expansion
\[
\prod_{1 \leq i < j \leq m} (x_i + x_j)^d = \sum_{\lambda \geq \delta} C_{\lambda,p,d} J^{(\lambda)}(X).
\]

3. Complex locus of the real Grassmannian

A reason we favor our involution model (2) over the projection model (1) is that we find $X^2 = I$ more convenient to handle than $P^2 = P$. Since the projection model (1) is easily seen to be a scaled and translated copy of the involution model (2), they have the same degree. Henceforth we will assume the form in (2). We begin by deriving its complex locus, showing that it is indeed given by (3) as expected. To that end, we will need to determine the ideal of $\text{Gr}(k, \mathbb{R}^n)$. Proposition 3.1 below is the involution model analogue of [11, Theorem 5.1] for the projection model; and we give an elementary proof with classical invariant theory, avoiding the scheme theory used in [11].

Proposition 3.1. For any $k, n \in \mathbb{Z}_+$ with $k \leq n$, let $\mathcal{I}_{k,n}$ be the ideal generated by $2k - n - \text{tr}(X)$ and $I_n - X^2$. Then $\mathcal{I}_{k,n} = \mathcal{J}(\text{Gr}(k, \mathbb{R}^n))$.

Proof. Clearly $\mathcal{I}_{k,n} \subseteq \mathcal{J}(\text{Gr}(k, \mathbb{R}^n)) \subseteq \mathbb{R}[\mathcal{S}(\mathbb{R}^n)]$. Let $V_{n,k}(\mathbb{R})$ be the Stiefel variety of $k$ orthonormal frames in $\mathbb{R}^n$. The coordinate ring of $V_{n,k}(\mathbb{R})$ is $\mathbb{R}[V_{n,k}(\mathbb{R})] = \mathbb{R}[Y]/(I_k - Y^TY)$, where $Y = (y_{i\ell})$ is the $n \times k$ matrix with indeterminate entries $y_{i\ell}, i = 1, \ldots, n, \ell = 1, \ldots, k$. Since $\text{Gr}(k, \mathbb{R}^n) \cong V_{n,k}(\mathbb{R})/O_k(\mathbb{R})$, the coordinate ring may be determined as a ring of $O_k(\mathbb{R})$-invariants,
\[
\mathbb{R}[\text{Gr}(k, \mathbb{R}^n)] \simeq \mathbb{R}[V_{n,k}(\mathbb{R})]^{O_k(\mathbb{R})} = (\mathbb{R}[Y]/(I_k - Y^TY))^{O_k(\mathbb{R})},
\]
where the action of $O_k(\mathbb{R})$ is given by
\[
O_k(\mathbb{R}) \times (\mathbb{R}[Y]/(I_k - Y^TY)) \to \mathbb{R}[Y]/(I_k - Y^TY), \quad (Q, f(Y)) \mapsto f(YQ).
\]
Let $H = YY^T$, i.e.,
\[
h_{ij} = \sum_{\ell=1}^k y_{i\ell}y_{j\ell}, \quad 1 \leq i \leq j \leq n.
\]
Hence the algebra $\mathbb{R}[Y]/(I_k - Y^TY)^{O_k(\mathbb{R})}$ can be written as
\[
(\mathbb{R}[Y]/(I_k - Y^TY))^{O_k(\mathbb{R})} = \mathbb{R}[h_{i\ell} : 1 \leq i \leq j \leq n] / \left\langle \sum_{\ell=1}^n h_{ii} - 1, h_{ij} - \sum_{\ell=1}^n h_{i\ell}h_{j\ell} : 1 \leq i \leq j \leq n \right\rangle
\]
\[= \mathbb{R}[H]/(k - \text{tr}(H), H - H^2).
\]
This implies that the ideal of $\text{Gr}(k, \mathbb{R}^n)$ via the embedding
\[
\text{j}_{\text{proj}} : \text{Gr}(k, \mathbb{R}^n) \hookrightarrow \mathcal{S}(\mathbb{R}^n), \quad \forall \mapsto YY^T
\]
is generated by $k - \text{tr}(H)$ and $H - H^2$. Here $V$ is any representative of $V$ in $V_{n,k}(\mathbb{R})$. Since the involution model is obtained by composing $\text{j}_{\text{proj}}$ with a translation, i.e.,
\[
\text{j}_{\text{inv}} : \text{Gr}(k, \mathbb{R}^n) \hookrightarrow \mathcal{S}(\mathbb{R}^n), \quad \forall \mapsto 2VV^T - I_n,
\]
we conclude that the ideal of $\text{j}_{\text{inv}}(\text{Gr}(k, \mathbb{R}^n))$ in $\mathcal{S}(\mathbb{R}^n)$ is generated by $2k - n - \text{tr}(X)$ and $I_n - X^2$. \hfill \Box
It follows from Proposition 3.1 that the complex locus of $Gr(k, \mathbb{R}^n)$ is given by (3), i.e., replacing $\mathbb{R}$ by $\mathbb{C}$ in (2). By Lemma 2.1, we may write $X = S^2(\mathbb{C}^n)$ as

$$X = Q \text{diag}(\lambda_1 I_{q_1} + S_1, \ldots, \lambda_m I_{q_m} + S_m)Q^\top$$

for some $Q \in O_n(\mathbb{C})$ and symmetric matrices $S_1, \ldots, S_m$ as defined therein. Thus $X^2 = I_n$ if and only if $m = n$, $q_j = 1$, and $\lambda_j = \pm 1$, $S_j = 0$, $j = 1, \ldots, n$. This observation leads to the following description of $Gr_C(k, \mathbb{R}^n)$.

Lemma 3.2. Let $O_n(\mathbb{C})$ act on $S^2(\mathbb{C}^n)$ by conjugation. Then $Gr_C(k, \mathbb{R}^n)$ is the $O_n(\mathbb{C})$-orbit of $\text{diag}(I_k, -I_{n-k})$ and we have isomorphisms

$$(6) \quad Gr_C(k, \mathbb{R}^n) \cong O_n(\mathbb{C})/(O_k(\mathbb{C}) \times O_{n-k}(\mathbb{C})) \cong \text{SO}_n(\mathbb{C})/S(O_k(\mathbb{C}) \times O_{n-k}(\mathbb{C})),$$

where

$$S(O_k(\mathbb{C}) \times O_{n-k}(\mathbb{C})) := \{(X, Y) \in O_k(\mathbb{C}) \times O_{n-k}(\mathbb{C}) : \det(XY) = 1\}.$$ 

It follows that the coordinate ring

$$(7) \quad \mathbb{C}[Gr_C(k, \mathbb{R}^n)] \cong \mathbb{C}[\text{SO}_n(\mathbb{C})/S(O_k(\mathbb{C}) \times O_{n-k}(\mathbb{C}))].$$

We will next show that the complex locus in (3) has a rather unique property. Recall that a complexification [23] of a real manifold $M$ is a complex manifold $M_C$ satisfying $M \subseteq M_C$ and $M = \{x \in M_C : \tau(x) = x\}$ for some conjugation $\tau$, i.e., an anti-holomorphic involution such that for every fixed point $x \in M_C$ of $\tau$, there is a holomorphic coordinate system $(z_1, \ldots, z_n)$ around $x$ with $\tau(z_1, \ldots, z_n) = (\bar{z}_1, \ldots, \bar{z}_n)$. A complexification $M_C$ is minimal if the inclusion $M \subseteq M_C$ is a homotopy equivalence. It is well-known that any real manifold $M$ admits a minimal analytic complexification [24, 41] and any compact real manifold $M$ can be realized as the set of real points of some algebraic variety [33]. However, the combination of these two statements is false: It is not true that any compact real manifold admits a minimal algebraic complexification.

Although the complex locus of a compact real variety is obviously an algebraic complexification, it is not necessarily minimal. For example, $M_\varepsilon = V((x^2 + 2y^2 - 1)(2x^2 + y^2 - 1) + \varepsilon)$ is a disjoint union of four ovals in $\mathbb{R}^2$ for small $\varepsilon > 0$ [37, Chapter 48]. Its complex locus $M_\varepsilon^c$ is a Riemann surface of genus three with four points removed [22, Section 6]. Thus $M_\varepsilon^c$ is homotopic to the one point union of nine circles, from which we may conclude that the inclusion $M^c \hookrightarrow M_\varepsilon^c$ is not a homotopy equivalence. This example indicates that the homogeneous space structure of $Gr_C(k, \mathbb{R}^n)$ in Lemma 3.2 is essential below.

Proposition 3.3 (Minimal algebraic complexification). The complex locus $Gr_C(k, \mathbb{R}^n)$ in (2) is a minimal affine algebraic complexification of $Gr(k, \mathbb{R}^n)$. The complex Grassmannian $Gr(k, \mathbb{C}^n)$ in (4) is a non-minimal complexification of $Gr(k, \mathbb{R}^n)$.

Proof. Recall that as Lie groups, $SO_n(\mathbb{C})$ is the complexification of $SO_n(\mathbb{R})$. By the isomorphism (6) and the fact that $S(O_k(\mathbb{C}) \times O_{n-k}(\mathbb{C})) \cap SO_n(\mathbb{R}) = S(O_k(\mathbb{R}) \times O_{n-k}(\mathbb{R}))$, the first statement is a direct consequence of the proof of [24, Theorem 5.1]. On the other hand, the complex Grassmannian $Gr(k, \mathbb{C}^n) \cong U(n)/(U(k) \times U(n-k))$, so $\pi_1(Gr(k, \mathbb{C}^n)) = 0$. Since $\pi_1(Gr(k, \mathbb{R}^n)) = \mathbb{Z}_2$, the natural inclusion $Gr(k, \mathbb{R}^n) \hookrightarrow Gr(k, \mathbb{C}^n)$ cannot be a homotopy equivalence.

Ultimately our main reason for the favoring the complex locus $Gr_C(k, \mathbb{R}^n)$ over the complex Grassmannian $Gr(k, \mathbb{C}^n)$ is that we are interested in the degree of the real Grassmannian $Gr(k, \mathbb{R}^n)$ in $S^2(\mathbb{R}^n)$ and, as we will see in Section 4, this equals the degree of $Gr_C(k, \mathbb{R}^n)$ in $S^2(\mathbb{C}^n)$ but bears no relation to the degree of $Gr(k, \mathbb{C}^n)$ in $H^2(\mathbb{C}^n)$.

Another useful consequence of Lemma 3.2 is that it allows one to completely determined the decomposition of the coordinate ring $\mathbb{C}[Gr_C(k, \mathbb{R}^n)]$, which is an $SO_n(\mathbb{C})$-module, into a direct sum of irreducible $SO_n(\mathbb{C})$-submodules [17, Corollary 12.3.15].
Proposition 3.4. Let $k, n \in \mathbb{Z}_{++}$ with $k \leq n/2$. Then
\begin{equation}
\mathbb{C}[\text{Gr}_C(k, \mathbb{R}^n)] \cong \bigoplus_{\lambda \in \Lambda_{k,n}} \mathbb{V}_{\lambda}
\end{equation}
where $\Lambda_{k,n}$ is generated by $\omega_1, \ldots, \omega_{\lfloor n/2 \rfloor}$, the fundamental weights of $\text{SO}_n(\mathbb{C})$, as follows:
\[
\Lambda_{k,n} = \begin{cases}
\text{span}_{\mathbb{Z}_+} \{2\omega_1, \ldots, 2\omega_k\} & \text{if } n = 2m + 1 \text{ and } k \leq m - 1, \\
\text{span}_{\mathbb{Z}_+} \{2\omega_1, \ldots, 2\omega_{m-1}, 4\omega_m\} & \text{if } n = 2m + 1 \text{ and } k = m, \\
\text{span}_{\mathbb{Z}_+} \{2\omega_1, \ldots, 2\omega_k\} & \text{if } n = 2m \text{ and } k \leq m - 2 \text{ or } k = m, \\
\text{span}_{\mathbb{Z}_+} \{2\omega_1, \ldots, 2\omega_{m-2}, 2\omega_{m-1} + 2\omega_m\} & \text{if } n = 2m \text{ and } k = m - 1,
\end{cases}
\]

4. Degree of $\text{Gr}(k, \mathbb{R}^n)$

The involution model of $\text{Gr}(k, \mathbb{R}^n)$ is linearly isomorphic to its projection model: $X = 2P - I$ and $P = (I + X)/2$ takes one back and forth between (1) and (2). As a result, the degree of $\text{Gr}(k, \mathbb{R}^n)$ in the involution model is identical to that in the projection model and we have in effect resolved [11, Conjecture 5.7], reproduced below for easy reference and formally stated as Corollary 4.4 to our main result Theorem 4.3.

Conjecture 4.1 (Devriendt–Friedman–Sturmfels). The degree of $\text{Gr}(2, \mathbb{R}^n)$ in the projection model is $2^{(2n-4)/n}$.

As we noted earlier, the involution model of $\text{Gr}(k, \mathbb{R}^n)$ as defined in (2) has degree equals to that of its complex locus $\text{Gr}_C(k, \mathbb{R}^n)$ as defined in (3). Given that $\text{Gr}_C(k, \mathbb{R}^n)$ is a subvariety of $S^2(\mathbb{C}^n)$, its coordinate ring $\mathbb{C}[\text{Gr}_C(k, \mathbb{R}^n)]$ is a quotient ring of the polynomial ring $\mathbb{C}[S^2(\mathbb{C}^n)]$. For any $d \in \mathbb{Z}_+$, we will write $\mathbb{C}[\text{Gr}_C(k, \mathbb{R}^n)]_d$ for the subspace of $\mathbb{C}[\text{Gr}_C(k, \mathbb{R}^n)]$ comprising functions that are restrictions of polynomials of degree at most $d$ in $\mathbb{C}[S^2(\mathbb{C}^n)]$. We have an easy corollary of Proposition 3.4:

Corollary 4.2 (Degree of Grassmannian as a limit). Let $k, n, \Lambda_{n,k}$ be as in Proposition 3.4. Then for any $d \in \mathbb{Z}_+$,
\begin{equation}
\mathbb{C}[\text{Gr}_C(k, \mathbb{R}^n)]_d \cong \bigoplus_{\lambda \in \Lambda_{n,k}, |\lambda| \leq 2d} \mathbb{V}_\lambda.
\end{equation}

Here if $n = 2m$, then $|\lambda| := \lambda_1 + \cdots + \lambda_{m-1} + |\lambda_m|$. The degree of $\text{Gr}_C(k, \mathbb{R}^n)$ in $S^2(\mathbb{C}^n)$ is therefore given by

\begin{equation}
d_{k,n} = p! \lim_{d \to \infty} \frac{1}{d^p} \sum_{\lambda \in \Lambda_{n,k}, |\lambda| \leq 2d} \dim \mathbb{V}_\lambda
\end{equation}

where $p := k(n - k)$.

Let $k, n \in \mathbb{Z}_{++}$ with $k \leq n/2$. We introduce the shorthand
\begin{equation}
\alpha_{k,n} := \begin{cases}
2^{k(n-k-1)} \prod_{1 \leq i < j \leq \frac{n}{2}} (j - i)(n - j - i) & \text{if } n \text{ is even and } k \leq n/2 - 1, \\
2^{k(n-k)} \prod_{1 \leq i < j \leq \frac{n-1}{2}} (j - i)(n - i - j) \prod_{1 \leq i \leq k} (n - 2i) & \text{if } n \text{ is odd,} \\
2^{k(k-1)+1} \prod_{1 \leq i < j \leq k} (j - i)(2k - j - i) & \text{if } n = 2k.
\end{cases}
\end{equation}
We now prove our main result.

**Theorem 4.3 (Degree of Grassmannian).** For positive integers \( k \leq n \), the degree of \( \text{Gr}_C(k, \mathbb{R}^n) \) in \( S^2(\mathbb{C}^n) \) is the same as that of \( \text{Gr}_C(n-k, \mathbb{R}^n) \) in \( S^2(\mathbb{C}^n) \). For \( k \leq n/2 \), this value is given by

\[
d_{k,n} = \alpha_{k,n} \sum_{\lambda \geq \delta_k} A_{\lambda,k} B_{\lambda,k} C_{\lambda,k},
\]

where \( \delta_k = (k-1, \ldots, 1, 0) \),

\[
A_{\lambda,k} := \prod_{i=1}^{k} \Gamma(n - 2k + 1 + \lambda_i + (k - i)/2), \quad B_{\lambda,k} := \prod_{1 \leq i < j \leq k} \frac{\Gamma(\lambda_i - \lambda_j + (j - i + 1)/2)}{\Gamma(\lambda_i - \lambda_j + (j - i)/2)},
\]

and, for \( \lambda \geq \delta_k \), \( C_{\lambda,k} \) is the coefficient of Jack symmetric functions \( J^{(2)}_\lambda(x) \) in the expansion

\[
\prod_{1 \leq i < j \leq k} (x_i + x_j) = \sum_{\lambda \geq \delta_k} C_{\lambda,k} J^{(2)}_\lambda(x).
\]

**Proof.** The equality between degrees of \( \text{Gr}_C(k, \mathbb{R}^n) \) and \( \text{Gr}_C(n-k, \mathbb{R}^n) \), also found in [25, Equation 8] and [11, Corollary 5.6], follows from the isomorphism \( S^2(\mathbb{C}^n) \rightarrow S^2(\mathbb{C}^n) \), \( A \mapsto I_n - A \).

Recall that if \( k < n/2 \), a partition \( \mu = (\mu_1, \ldots, \mu_m) \) lies in \( \Lambda_{k,n} \) if and only if \( \mu_1, \ldots, \mu_k \in 2\mathbb{Z}_+ \) and \( \mu_k+1 = \cdots = \mu_m = 0 \); whereas for \( n = 2k \), \( \mu = (\mu_1, \ldots, \mu_k) \) lies in \( \Lambda_{k,2k} \) if and only if \( \mu_1, \ldots, \mu_k \) are of the same parity and \( \mu_1 \geq \cdots \geq \mu_{k-1} \geq |\mu_k| \). With this in mind, we consider three cases with respect to the values of \( n \) and \( k \).

**Case I:** \( n = 2m \), \( k \leq m - 1 \). By (5), we have

\[
\dim V_\mu = \prod_{1 \leq i < j \leq k} \left( \frac{\mu_i - \mu_j}{j - i} + 1 \right) \left( \frac{\mu_i + \mu_j}{n - j - i} + 1 \right) \prod_{1 \leq i \leq k} \left( \frac{\mu_i}{j - i} + 1 \right) \frac{\mu_i}{n - j - i} + \text{lower order terms}
\]

\[
= \prod_{1 \leq i < j \leq k} \frac{\mu_i^2 - \mu_j^2}{(j - i)(n - j - i)} \prod_{1 \leq i \leq k} \frac{\mu_i^2}{(j - i)(n - j - i)} + \text{lower order terms}
\]

\[
= \frac{1}{D_{k,n}} \prod_{1 \leq i < j \leq k} \left( \mu_i^2 - \mu_j^2 \right) \left[ \prod_{1 \leq i \leq k} \mu_i \right]^{n-2k} + \text{lower order terms}
\]

where

\[
D_{k,n} := \prod_{1 \leq i < k} \frac{(j - i)(n - j - i)}{i}.\]

By (10), we have

\[
d_{k,n} = p! \lim_{d \to \infty} \frac{1}{d^p} \sum_{\lambda \in \Lambda_{k,n} \atop |\lambda| \leq 2d} \dim V_\lambda
\]

\[
= \frac{2^p p!}{D_{k,n}} \lim_{d \to \infty} \frac{1}{(2d)^p} \sum_{\lambda \in \Lambda_{k,n} \atop |\lambda| \leq 2d} \prod_{1 \leq i < j \leq k} \left( \lambda_i^2 - \lambda_j^2 \right) \left[ \prod_{1 \leq i \leq k} \lambda_i \right]^{n-2k}
\]

\[
= \frac{2^p p!}{D_{k,n}} \lim_{d \to \infty} \frac{1}{(2d)^k} \sum_{\lambda \in \Lambda_{k,n} \atop |\lambda| \leq 2d} \prod_{1 \leq i < j \leq k} \left[ \left( \frac{\lambda_i}{2d} \right)^2 - \left( \frac{\lambda_j}{2d} \right)^2 \right] \left[ \prod_{1 \leq i \leq k} \lambda_i \right]^{n-2k}
\]
By (10), we have

\[ \text{Conjecture 5.7} \]

and verified numerically for \( n \).

Case I: By (10) and the same calculation as in

\[ \text{where} \]

\[ \dim V_k \]

By Theorem 4.3, it is immediate that for \( k \leq m \). The dimension formula (5) gives

\[ \text{dim} \ V_{\mu} = \prod_{1 \leq i \neq j \leq m} \left( \frac{\mu_i - \mu_j}{j - i} + 1 \right) \prod_{1 \leq i \leq k} \left( \frac{\mu_i + \mu_j}{n - i - j} + 1 \right) \]

\[ = \prod_{1 \leq i < j \leq k} \left( \frac{\mu_i - \mu_j}{j - i} + 1 \right) \prod_{1 \leq i \leq k} \left( \frac{\mu_i + \mu_j}{n - i - j} + 1 \right) \prod_{1 \leq i \leq k < j \leq m} \left( \frac{\mu_i}{n - i - j} + 1 \right)^2 \frac{\mu_i}{j - i} + \text{lower order terms} \]

\[ = \frac{2}{E_{k,n}} \prod_{1 \leq i < j \leq k} (\mu_i^2 - \mu_j^2) \prod_{1 \leq i \leq k} \mu_i^{2(m-k)+1} \]

where

\[ E_{k,n} := \prod_{1 \leq i < j \leq k} (j - i)(n - i - j) \prod_{1 \leq i \leq k} (n - 2i). \]

By (10) and the same calculation as in Case I, we obtain

\[ d_{k,n} = \frac{2^p!}{E_{k,n}} \int_{|t| \leq 1} \left[ \prod_{0 \leq t_k \leq \cdots \leq t_1 \leq 1} (t_i^2 - t_j^2) \right] dt. \]

Case II: \( n = 2m + 1, k \leq m \). We recall that in this case, \( |\mu| = \mu_1 + \cdots + \mu_{k-1} + |\mu_k| \). Let

\[ F_{k,2k} := \prod_{1 \leq i < j \leq k} (j - i)(2k - j - i). \]

By (10), we have

\[ d_{k,2k} = \frac{(k^2)!}{F_{k,2k}} \lim_{d \to \infty} \frac{1}{d^{k^2}} \sum_{|\lambda| \leq 2d} \prod_{1 \leq i < j \leq k} (\lambda_i^2 - \lambda_j^2) \]

\[ = \frac{2^{k^2-k}(k^2)!}{F_{k,2k}} \int_{|t_1|+\cdots+|t_{k-1}|+|t_k| \leq 1} \left[ \prod_{1 \leq i < j \leq k} (t_i^2 - t_j^2) \right] dt \]

\[ = \frac{2^{k^2-k+1}(k^2)!}{F_{k,2k}} \int_{|t| \leq 1} \left[ \prod_{0 \leq t_k \leq \cdots \leq t_1 \leq 0} (t_i^2 - t_j^2) \right] dt. \]

Applying Lemma 2.2 to the last integral in each of the three cases yields the required expression in (12). \( \square \)

By Theorem 4.3, it is immediate that for \( k = 1 \), we get \( d_{1,n} = 2^{n-1} \), which is also obtained in [11, Corollary 5.6] via a geometric argument. For \( k = 2 \), we confirm the value conjectured in [11, Conjecture 5.7] (and verified numerically for \( n \leq 10 \) therein):
Corollary 4.4 (Degree of $\text{Gr}(2, \mathbb{R}^n)$). For $n \geq 3$, we have
\[ d_{2,n} = 2 \binom{2n-4}{n-2}. \]

Proof. For $k = 2$, we have $\delta_2 = (1,0)$ and $\lambda \succeq \delta_2$ if and only if $\lambda = (1,0)$. Moreover,
\[ A_{(1,0),2} = \Gamma(n - \frac{3}{2}) \Gamma(n - 3), \quad B_{(1,0)} = \frac{\Gamma(2)}{\Gamma(n)} , \]
and since $J^{(2)}_{(1)}(x) = x_1 + x_2$, we get $C_{(1,0)} = 1$. Hence we obtain from (12) that $d_{2,n} = 2^{n-1}(2n-5)!/(n-2)! = 2^{(2n-4)/2)}$.
\[ \square \]

For $k = 3$ and 4, we may also simplify the expression in (12) to obtain more explicit ones for $d_{3,n}$ and $d_{4,n}$. They confirm the values obtained numerically for $n \leq 10$ in [11, Proposition 5.5].

Corollary 4.5 (Degrees of $\text{Gr}(3, \mathbb{R}^n)$ and $\text{Gr}(4, \mathbb{R}^n)$). For $n \geq 5$, we have
\[ d_{3,n} = \frac{(8n-25)(2n-9)!}{(n-2)!} 2^{2n-6}. \]

For $n \geq 7$, we have
\[ d_{4,n} = \frac{(32n^2 - 288n + 634)(2n - 13)!}{(n-2)!(n-4)!} 2^{2n-6}. \]

Proof. For $k = 3$, we have $\delta_3 = (2,1)$ and $\lambda \succeq \delta_3$ if and only if $\lambda = (2,1)$ or $(1,1,1)$. Moreover,
\[ A_{(2,1),3} = \Gamma(n - 2) \Gamma(n - \frac{7}{2}) \Gamma(n - 5), \quad B_{(2,1),3} = \frac{\Gamma(2) \Gamma(\frac{7}{2}) \Gamma(2)}{\Gamma(\frac{7}{2}) \Gamma(3) \Gamma(\frac{7}{2})} = \frac{15}{4\sqrt{\pi}}, \]
\[ A_{(1,1,1),3} = \Gamma(n - 3) \Gamma(n - \frac{7}{2}) \Gamma(n - 4), \quad B_{(1,1,1),3} = \frac{\Gamma(1) \Gamma(1) \Gamma(\frac{7}{2})}{\Gamma(\frac{7}{2}) \Gamma(\frac{7}{2}) \Gamma(1)} = \frac{1}{2\sqrt{\pi}}, \]
and since
\[ \prod_{1 \leq i < j \leq 3} (x_i + x_j) = J^{(2)}_{(2,1)} + \frac{1}{2} J^{(2)}_{(1,1,1)}, \]
we get $C_{(2,1)} = 1$, $C_{(1,1,1)} = \frac{1}{2}$. Hence we obtain the expression for $d_{3,n}$ from (12). The expression for $d_{4,n}$ is similarly obtained.
\[ \square \]

As these calculations reveal, if not for the fact that the coefficients $\{C_{\lambda,k} : \lambda \succeq \delta_k\}$ are implicitly defined, our expression for $d_{k,n}$ in (12) will be fully explicit, as $\alpha_{k,n}$, $A_{\lambda,k}$, $B_{\lambda,k}$ are all explicitly given. While in general there is no explicit formula for the coefficients $C_{\lambda,k}$ in
\[ \prod_{1 \leq i < j \leq k} (x_i + x_j) = \sum_{\lambda \succeq \delta_k} C_{\lambda,k} J^{(2)}_{\lambda}(x), \]
they are trivial to compute algorithmically. As described in [29, page 326], a Jack symmetric function $J^{(2)}_{\lambda}(x)$ can be expanded as a linear combination of monomial symmetric functions using the recursive Gram–Schmidt process, which in turn yields the values of $\{C_{\lambda,k} : \lambda \succeq \delta_k\}$.

The expressions in Corollaries 4.4 and 4.5 is a product of factorials, double factorials, 2-powers, and a polynomial in $n$. We will show that this holds true in general for $d_{k,n}$. In fact, the first three quantities can be determined explicitly. As in Theorem 4.3, we may assume $k \leq n/2$ without loss of generality.
Corollary 4.6. Let \( k, n \in \mathbb{Z}_+ \) with \( k \leq n/2 \). Then there exists a polynomial \( P_k \) of degree at most \( \binom{k}{2} - \sum_{i=1}^{k} \lfloor i/2 \rfloor \) such that

\[
d_{k,n} = \alpha_{k,n} \prod_{j=0}^{\lfloor \frac{k-1}{2} \rfloor} (n - 2k + 2j)! \prod_{j=1}^{\lfloor k/2 \rfloor} (2(n - 2k + 2j) - 1)!! \frac{P_k(n)}{2^{k/2} (n-2k+1+k/2)! - 1},
\]

where \( \alpha_{k,n} \) is as in (11). Moreover, for any fixed \( k \in \mathbb{Z}_+ \), the sequence \( (d_{k,n})_{n=2k}^\infty \) is completely determined by its first \( \binom{k}{2} - \sum_{i=1}^{k} \lfloor i/2 \rfloor \) terms.

Proof. The existence of the polynomial \( P_k \) and the expression (13) are a direct consequence of our proof of Theorem 4.3. If the first \( \binom{k}{2} - \sum_{i=1}^{k} \lfloor i/2 \rfloor \) terms in \( (d_{k,n})_{n=2k}^\infty \) are known, then the subsequent values of \( P_k(n) \) can be uniquely determined by polynomial interpolation, and thereby determining the corresponding values of \( d_{k,n} \) via (13).

We recall from [31, Theorem 5.13] that the degree of \( \text{Gr}(k, \mathbb{R}^n) \) in the Plücker embedding is

\[
\hat{d}_{k,n} := \frac{(k(n-k))!}{\prod_{j=1}^{k} j(j+1) \cdots (j+n-k-1)}.
\]

Corollary 4.6 then allows us to compare \( d_{k,n} \) with \( \hat{d}_{k,n} \) for any fixed \( k \).

Proposition 4.7 (Comparison with degree of Plücker embedding). Let \( k \in \mathbb{Z}_+ \) be fixed. Then \( d_{1,1}/\hat{d}_{1,1} = 2^{1-k} \), \( d_{2,2}/\hat{d}_{2,2} = \frac{1}{2} (n-1)^{-1} \), and, for \( k \geq 3 \),

\[
d_{k,n}/\hat{d}_{k,n} = O((2/k)^{k^2 n^2 k^2}).
\]

Proof. The values for \( k = 1, 2 \) follow from Corollary 4.4 and the discussion before it. For \( k \geq 3 \), it follows from (11), (13), and (14) that

\[
d_{k,n}/\hat{d}_{k,n} = O\left(\frac{n^{k^2} \prod_{j=1}^{k/2} (2n - 4k + 4j - 1)!}{(kn - k^2)!} \right).
\]

Applying Stirling’s formula gives us (15). \( \square \)

Proposition 4.7 shows that for any fixed \( k \geq 3 \), the degree of \( \text{Gr}(k, \mathbb{R}^n) \) in the involution model is exponentially smaller than its degree with respect to the Plücker embedding, i.e., \( d_{k,n}/\hat{d}_{k,n} \) decreases to 0 exponentially as \( n \to \infty \). The practical implication is that the involution model for \( \text{Gr}(k, \mathbb{R}^n) \) is geometrically much simpler than the Plücker embedding, and low-degree objects are always preferred in computations.

5. Projective closure of the Grassmannian

Our main goal in this section is to prove a set-theoretic version of [11, Conjecture 5.8], reproduced below for easy reference.

Conjecture 5.1 (Devriendt–Friedman–Sturmfels). In the sense of Gröbner degeneration with respect to the monomial order given by total degree, the limit of \( \text{Gr}_{\mathbb{C}}(\lfloor n/2 \rfloor, \mathbb{R}^n) \) is \( \{ X \in S^2(\mathbb{C}^n) : X^2 = 0 \} \). Furthermore, the initial ideal is given by \( \text{in}(\mathcal{J}_{\lfloor n/2 \rfloor, n}) = \langle X^2, \text{tr}(X) \rangle \).

The notion Gröbner degeneration is discussed in [3, 13, 9]. By definition, \( \text{in}(\mathcal{J}_{\lfloor n/2 \rfloor, n}) \) is the limit of \( \mathcal{J}_{\lfloor n/2 \rfloor, n} \) with respect to the Gröbner degeneration. So Conjecture 5.1 may be rephrased as

\[
Z(\text{in}(\mathcal{J}_{\lfloor n/2 \rfloor, n})) = \{ X \in S^2(\mathbb{C}^n) : X^2 = 0 \}, \quad \text{in}(\mathcal{J}_{\lfloor n/2 \rfloor, n}) = \langle X^2, \text{tr}(X) \rangle
\]

where \( Z(\mathcal{J}) \) denotes the variety defined by the ideal \( \mathcal{J} \).

We will prove a set-theoretic variant of Conjecture 5.1. Instead of the limit of the ideal \( \mathcal{J}_{\lfloor n/2 \rfloor, n} \), we will give the limit points of \( \text{Gr}_{\mathbb{C}}(\lfloor n/2 \rfloor, \mathbb{R}^n) \) in \( \mathbb{P}(S^2(\mathbb{C}^n) \oplus \mathbb{C}) \). Theorem 5.5 shows, among other
things, that the set of limit points \( \partial \text{Gr}_n^m([n/2], \mathbb{R}^n) \) is exactly the conjectured \( Z(\text{in}(\mathcal{F}_{[n/2], n})) \) in (16), i.e.,

\[
\partial \text{Gr}_n^m([n/2], \mathbb{R}^n) \xrightarrow{\text{Thm. 5.5}} \{ X \in S^2(\mathbb{C}^n) : X^2 = 0 \} = \text{Conj. 5.1} Z(\text{in}(\mathcal{F}_{[n/2], n})).
\]

In fact, Theorem 5.5 shows that the first equality holds with \([n/2]\) replaced by any \( k \leq [n/2] \).

Conjecture 5.1 and Theorem 5.5 are both about the limiting behavior of \( \text{Gr}(k, \mathbb{R}^n) \) with “limit” interpreted respectively in the sense of Gröbner degeneration and in the sense of topology. In this regard (20) in Theorem 5.5 may be viewed as a set-theoretic version of Conjecture 5.1.

More generally Theorem 5.5 gives the polynomial equations defining \( \text{Gr}(k, \mathbb{R}^n) \). Such set-theoretic descriptions of a variety are a common step towards the (usually more difficult) ideal-theoretic descriptions. Notable examples include the set-theoretic Salmon conjecture for \( \sigma_d(\mathbb{P}^3 \times \mathbb{P}^3 \times \mathbb{P}^3) \) [27, 36, 1, 15], the set-theoretic Eisenbud–Koh–Stillman conjecture for \( \sigma_{r}(v_d(Z)) \) [14, 38, 6], the set-theoretic Landsberg–Weyman conjecture for \( \tau(\mathbb{P}^m \times \cdots \times \mathbb{P}^n k) \) [28, 35], the set-theoretic description of \( v_d(Z) \) [32, 19], among yet other similar endeavors. Here \( \sigma_r(Z), v_d(Z), \text{and } \tau(Z) \) denote the \( r \)-th secant, degree- \( d \) Veronese, and tangential variety of a smooth projective variety \( Z \) respectively.

What we wrote in the beginning of Section 4 also applies to this section, that is, it makes no difference whether we use the projection model (1) or the involution model (2) as they only differ by a linear change of coordinate. So while Conjecture 5.1 was stated in [11] for the projection model, we may use the involution model below.

We begin by introducing some notations. Let \( \text{Gr}_n^m(k, \mathbb{R}^n) \) denote the projective closure of \( \text{Gr}_n^m(k, \mathbb{R}^n) \), i.e., its closure in the projective space \( \mathbb{P}(S^2(\mathbb{C}^n) \oplus \mathbb{C}) \). Note that the Euclidean closure and Zariski closure are equal in this case. The variety defined by the homogenization of the ideal of \( \text{Gr}_n^m(k, \mathbb{R}^n) \) is

\[
\text{Gr}_n^m(k, \mathbb{R}^n) := \{ [X : t] \in \mathbb{P}(S^2(\mathbb{C}^n) \oplus \mathbb{C}) : X^2 - t^2I_n = 0, \ tr(X) - (2k - n)t = 0 \}.
\]

Clearly, we have

\[
\text{Gr}_n^m(k, \mathbb{R}^n) \subseteq \text{Gr}_n^m(k, \mathbb{R}^n)
\]

and that

\[
\partial \text{Gr}_n^m(k, \mathbb{R}^n) = \text{Gr}_n^m(k, \mathbb{R}^n) \setminus \text{Gr}_n^m(k, \mathbb{R}^n) = \{ [X : t] \in \text{Gr}_n^m(k, \mathbb{R}^n) : t = 0 \}.
\]

Let \( L_\infty \) denote the hyperplane at infinity, i.e.,

\[
L_\infty = \{ [X : t] \in \mathbb{P}(S^2(\mathbb{C}^n) \oplus \mathbb{C}) : t = 0 \}.
\]

Lemma 5.2. Let \( S = \frac{1}{2} \left[ \begin{array}{cc} 1 & 1 \\ 1 & -1 \end{array} \right] \). For any \( [X : 0] \in \text{Gr}_n^m(k, \mathbb{R}^n) \cap L_\infty \), there exist some integer \( d \leq [n/2] \) and matrix \( Q \in O_n(\mathbb{C}) \) such that

\[
X = Q \left[ \begin{array}{ccc} S \otimes I_d & 0 \\ 0 & 0 \end{array} \right] Q^T.
\]

Here \( S \otimes I_d = \text{diag}(S, \ldots, S) \) is a block diagonal matrix with \( d \) diagonal blocks.

Proof. Clearly \( \text{Gr}_n^m(k, \mathbb{R}^n) \cap L_\infty = \{ X \in S^2(\mathbb{C}^n) : X^2 = 0, \ tr(X) = 0 \} \). A complex symmetric matrix has a decomposition

\[
X = Q \text{diag}(\lambda_1I_{q_1} + S_1, \ldots, \lambda_mI_{q_m} + S_m)Q^T
\]

for some \( Q \in O_n(\mathbb{C}) \) and symmetric matrices \( S_1, \ldots, S_m \) as in Lemma 2.1. If \( X^2 = 0 \), then

\[
0 = (\lambda_jI_{q_j} + S_j)^2 = \lambda_j^2I_{q_j} + 2\lambda_jS_j + S_j^2, \quad j = 1, \ldots, m.
\]

A direct calculation shows that \( \lambda_1 = \cdots = \lambda_m = 0 \) and for each \( j = 1, \ldots, m \), we must have either (i) \( q_j = 1 \) and \( S_j = 0 \), or (ii) \( q_j = 2 \) and \( S_j = \frac{1}{2} \left[ \begin{array}{cc} 1 & 1 \\ 1 & -1 \end{array} \right] \). □
Theorem 5.3. The variety $\text{Gr}^n_C(k, \mathbb{R}^n) \cap L_\infty$ is a union of sets $Z_1, \ldots, Z_{\lfloor n/2 \rfloor}$ given by

$$Z_d := \left\{ [X : 0] \in \text{Gr}^n_C(k, \mathbb{R}^n) : X = Q \begin{bmatrix} S \otimes I_d & 0 \\ 0 & 0 \end{bmatrix} Q^T, Q \in O_n(\mathbb{C}) \right\}, \quad d = 1, \ldots, \lfloor n/2 \rfloor.$$  

Moreover, $\dim Z_d = d(n - d)$ for each $d = 1, \ldots, \lfloor n/2 \rfloor$.

Proof. From (17) and (18),

$$\text{Gr}^n_C(k, \mathbb{R}^n) \cap L_\infty = \left\{ [X : 0] \in \text{Gr}^n_C(k, \mathbb{R}^n) : X^2 = 0 \right\}.$$  

It follows from Lemma 5.2 that we have a disjoint union (denoted by $\sqcup$ henceforth)

$$\text{Gr}^n_C(k, \mathbb{R}^n) \cap L_\infty = \bigsqcup_{d=1}^{\lfloor n/2 \rfloor} Z_d$$

where $Z_d$ is the orbit of $X_0 := \begin{bmatrix} S \otimes I_d \\ 0 \end{bmatrix}$ with respect to the adjoint action of $O_n(\mathbb{C})$. Let $G_0$ be the stabilizer group of $X_0$. Its Lie algebra $\mathfrak{g}_0$ is given by

$$\mathfrak{g}_0 = \{ A \in \mathfrak{so}_n(\mathbb{C}) : AX_0 = X_0 A \}.$$  

We partition $A \in \mathfrak{g}_0$ as

$$A = \begin{bmatrix} A_{1,1} & \cdots & A_{1,d} & A_{1,d+1} \\ \vdots & \ddots & \vdots & \vdots \\ A_{d,1} & \cdots & A_{d,d} & A_{d,d+1} \\ A_{d+1,1} & \cdots & A_{d+1,d} & A_{d+1,d+1} \end{bmatrix}$$

where $A_{ij} \in \mathbb{C}^{2 \times 2}$, $A_{i,d+1} \in \mathbb{C}^{2 \times (n-2d)}$, $A_{d+1,j} \in \mathbb{C}^{(n-2d) \times 2}$, $A_{d+1,d+1} \in \mathbb{C}^{(n-2d) \times (n-2d)}$, $i, j = 1, \ldots, d$. Then $AX_0 = X_0 A$ gives us

$$A_{ij} S = SA_{ij}, \quad SA_{i,d+1} = 0, \quad A_{d+1,j} S = 0, \quad i, j = 1, \ldots, d;$$

and therefore

$$\dim \mathfrak{g}_0 = 2 \begin{pmatrix} d \\ 2 \end{pmatrix} + d(n - 2d) + \binom{n - 2d}{2} = \binom{n}{2} + d^2 - nd.$$  

It follows from the orbit-stabilizer theorem that $\dim Z_d = \dim O_n(\mathbb{C}) - \dim G_0 = nd - d^2$. 

Proposition 5.4. For each $d = 1, \ldots, \lfloor n/2 \rfloor$, we have $Z_d = Z_1 \sqcup \cdots \sqcup Z_d$. The set $Z_d$ is connected (resp. irreducible) unless $n$ is even and $d = n/2$, in which case $Z_d$ has two connected (resp. irreducible) components.

Proof. The first statement is clear from (19). Let $I_{n-1,1} := \text{diag}(1, \ldots, 1, -1) \in \mathbb{C}^{n \times n}$. We have the disjoint union of cosets

$$O_n(\mathbb{C}) = SO_n(\mathbb{C}) \sqcup \{ I_{n-1,1} SO_n(\mathbb{C}) \}.$$

This yields a decomposition $Z_d = Z^0_d \cup Z^1_d$ where

$$Z^0_d = \{ [X : 0] \in \text{Gr}^n_C(k, \mathbb{R}^n) : X = Q \begin{bmatrix} S \otimes I_d & 0 \\ 0 & 0 \end{bmatrix} Q^T, Q \in SO_n(\mathbb{C}) \},$$

$$Z^1_d = \{ [X : 0] \in \text{Gr}^n_C(k, \mathbb{R}^n) : X = Q I_{n-1,1} \begin{bmatrix} S \otimes I_d & 0 \\ 0 & 0 \end{bmatrix} I_{n-1,1} Q^T, Q \in SO_n(\mathbb{C}) \}.$$  

Since $SO_n(\mathbb{C})$ is connected, both $Z^0_d$ and $Z^1_d$ are connected. If $1 \leq d < n/2$, then

$$I_{n-1,1} \begin{bmatrix} S \otimes I_d & 0 \\ 0 & 0 \end{bmatrix} I_{n-1,1} = \begin{bmatrix} S \otimes I_d & 0 \\ 0 & 0 \end{bmatrix};$$

so $Z^0_d = Z^1_d$ and $Z_d$ is connected. If $n$ is even and $d = n/2$, then $Z^0_d \cap Z^1_d = \emptyset$ and so $Z_d$ has exactly two connected components. Observe also that ‘connected’ may be replaced by ‘irreducible’ throughout. 

$\square$
We recall from Proposition 3.1 that \( J_{n/2}, n \) is the ideal of \( \text{Gr}_C([n/2], \mathbb{R}^n) \). Since \( \text{Gr}_C([n/2], \mathbb{R}^n) \) is an irreducible affine variety, this ideal is radical and prime. However, it is speculated in [11] that the conjectured limit \( \langle X^2, \text{tr}(X) \rangle \) in Conjecture 5.1 may fail to be prime. This follows immediately from Proposition 5.4: If \( n \) is even, then

\[
Z(\langle X^2, \text{tr}(X) \rangle) = \{ X \in S^2(\mathbb{C}^n) : X^2 = 0 \} \cong \text{Gr}_C(k, \mathbb{R}^n) \cap L_\infty = Z_1 \sqcup \cdots \sqcup Z_{n/2} = Z_{n/2}
\]

has two irreducible components.

**Theorem 5.5** (Projective closure of the Grassmannian). Let \( k, n \in \mathbb{Z}_{++} \) with \( k \leq [n/2] \) and let \( Z_1, \ldots, Z_{n/2} \) be as in (19). Then

\[
\partial \text{Gr}_C([n/2], \mathbb{R}^n) = \{ [X : 0] \in \mathbb{P}(S^2(\mathbb{C}^n) \oplus \mathbb{C}) : X^2 = 0 \}.
\]

**Proof.** It suffices to show that \( \text{Gr}_C(k, \mathbb{R}^n) \cap L_\infty = Z_1 \sqcup \cdots \sqcup Z_k \). By Lemma 5.3, we already have

\[
\partial \text{Gr}_C([n/2], \mathbb{R}^n) = Z_1 \sqcup \cdots \sqcup Z_k = Z_k.
\]

Since \( \text{Gr}_C(k, \mathbb{R}^n) \subseteq \text{Gr}_C(k, \mathbb{R}^n) \cap L_\infty \subseteq Z_1 \sqcup \cdots \sqcup Z_{n/2} \).\( \square \)

As a consequence of Theorem 5.5, we have the following set-theoretic characterization of \( \text{Gr}_C(k, \mathbb{R}^n) \).
Corollary 5.6 (Equations of projective closure). For positive integers $k \leq n$, the projective closure of $\text{Gr}_C(k, \mathbb{R}^n)$ is given by

$$
\text{Gr}_C(k, \mathbb{R}^n) = \{ [X : t] \in \mathbb{P}(S^2(\mathbb{C}^n) \oplus \mathbb{C}) : X^2 - t^2I_n = 0, \text{rank}(X + tI_n) \leq k, \text{rank}(X - tI_n) \leq n - k \}.
$$

Proof. By Theorem 5.5, each $[X : t] \in \text{Gr}_C(k, \mathbb{R}^n)$ must satisfy the three conditions in (21). Conversely, if $t = 0$ and $[X : 0] \in \mathbb{P}(S^2(\mathbb{C}^n) \oplus \mathbb{C})$ satisfies the three conditions in (21), then setting $d := \text{rank}(X) \leq \min\{k, n - k\}$ gives us $[X : 0] \in Z_d \subseteq \text{Gr}_C(k, \mathbb{R}^n)$. If $t \neq 0$, we may assume $t = 1$. If $[X : 1] \in \mathbb{P}(S^2(\mathbb{C}^n) \oplus \mathbb{C})$ satisfies the three conditions in (21), then the eigenvalues of $X \in S^2(\mathbb{C}^n) \cap O_n(\mathbb{C})$ must be 1 and $-1$ with multiplicities at least $k$ and $n - k$ respectively — but this compels them to be exactly $k$ and $n - k$. \hfill \Box

6. Conclusion

The degree and projective closure are arguably the two most fundamental properties of an embedded variety from an algebraic geometric perspective. This article provides complete characterizations for $\text{Gr}(k, \mathbb{R}^n)$ embedded via (1) or (2). The Grassmannian is, in addition, a smooth manifold and (1) and (2) embed $\text{Gr}(k, \mathbb{R}^n)$ in $S^2(\mathbb{R}^n)$ or $O_n(\mathbb{R})$. From a differential geometric perspective, these embeddings call for a study of their second fundamental forms and condition numbers, which we will provide in future work.
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