Abstract. Statistical estimation problems in multivariate analysis and machine learning often seek linear relations among variables. This translates to finding an affine subspace from the sample data set that, in an appropriate sense, either best represents the data set or best separates it into components. In other words, statistical estimation problems are optimization problems on the affine Grassmannian, a noncompact smooth manifold that parameterizes all affine subspaces of a fixed dimension. The affine Grassmannian is a natural generalization of Euclidean space; points being 0-dimensional affine subspaces. The main objective of this article is to show that, like the Euclidean space, the affine Grassmannian can serve as a concrete computational platform for data analytic problems — points on the affine Grassmannian can be concretely represented and readily manipulated; distances, metrics, probability densities, geodesics, exponential map, parallel transport, etc, all have closed form expressions that can be easily calculated; and optimization algorithms, including steepest descent, Newton, conjugate gradient, have efficient affine Grassmannian analogues that use only standard numerical linear algebra.

1. Introduction

A $k$-dimensional affine subspace of $\mathbb{R}^n$, denoted $A + b$, is a $k$-dimensional linear subspace $A \subseteq \mathbb{R}^n$ translated by a displacement vector $b \in \mathbb{R}^n$. The set of all $k$-dimensional affine subspaces in $\mathbb{R}^n$ forms a smooth manifold called the affine Grassmannian, denoted $\text{Graff}(k, n)$, an analogue of the usual Grassmannian $\text{Gr}(k, n)$ that parameterizes $k$-dimensional linear subspaces in $\mathbb{R}^n$.

The main impetus for this article is the observation that many statistical estimation problems (see Examples 1.1–1.4) involve a search for linear relations among variables and may ultimately be formulated as a problem of finding one (or more) affine subspace that either best represents a given data set or best separates two (or more) components of the data set. More precisely, the problem is one of optimization on the affine Grassmannian.

The affine Grassmannian is a relatively obscured object, especially when compared to its ubiquitous cousin, the Grassmannian. Nevertheless, it is $\text{Graff}(k, n)$, which like $\mathbb{R}^n$ is a non-compact manifold, that is the natural generalization of Euclidean space (points are 0-dimensional affine subspaces and so $\text{Graff}(0, n) = \mathbb{R}^n$). The non-compactness makes $\text{Graff}(k, n)$ harder to study than $\text{Gr}(k, n)$, which is compact. The main objective of our article is to develop the foundations for working with the affine Grassmannian, particularly distances (Sections 4 and 5), probability distributions (Section 6), and optimization algorithms (Section 7), with a view towards statistical estimation problems.

Our study of the affine Grassmannian will differ substantially from traditional studies of differential geometry in statistics, a topic with a long history [6, 7, 8, 37, 39]. We emphasize three key differences: (a) We do not view our manifold in an abstract fashion comprising charts glued together; instead we emphasize the use of global coordinates for efficient computations. (b) Our manifold arises not as the parameter space of a family of probability distributions but as a concrete computational platform (like $\mathbb{R}^n$) on which distances, metrics, probability densities, geodesics, exponential map, parallel transport, optimization algorithms, etc, may all be efficiently computed.
different ways to approximate a manifold by a collection of its tangent spaces. The point (a) deserves special elaboration. A main reason for the widespread applicability of the Grassmannian is the existence of several excellent choices of global coordinates, allowing subspaces to be represented as matrices and therefore the use of a vast range of algorithms in numerical linear algebra [1, 2, 3, 15]. Such concrete realizations of an abstract manifold is essential for applications purposes. We will show that this also holds for the affine Grassmannian (Section 3), which leads to our next impetus: By providing a corresponding set of tools for the affine Grassmannian, we effectively extend the wide range of data analytic techniques that uses the Grassmannian as a model for linear subspaces [9, 14, 16, 47, 23, 24, 25, 22, 28, 34, 35, 36, 41, 43, 44, 45, 48, 49, 51, 50, 54] to affine subspaces.

Parameterizing a data set by geometric structures has become a popular alternative to probabilistic modeling, particularly when the intrinsic dimension of the data set is low or when it satisfies obvious geometric constraints. The two most common geometric structures employed are (i) a mixture of affine spaces [24, 34, 36] and (ii) a manifold, which invariably reduces to (i) since in such context manifolds are by-and-large regarded as collections of tangent spaces 1 [48]. This provides a third impetus for studying the geometric object that parameterizes all affine spaces of a fixed dimension. In fact, with mixtures of affine subspaces of different dimensions in mind, we will introduce the doubly infinite affine Grassmannian (Section 5), which parameterizes all affine spaces of all dimensions.

We will begin by seeing how classical multivariate analysis and machine learning techniques may be cast as affine subspace-searching problems, i.e., constrained or unconstrained optimization problems on the affine Grassmannian.

**Example 1.1 (Linear Regression).** Consider a linear regression problem with \( X \in \mathbb{R}^{n \times p} \), a design matrix of explanatory variables, and \( y \in \mathbb{R}^n \), a vector of response variables. Let \( \mathbb{I} = [1, \ldots, 1]^\top \in \mathbb{R}^n \) and \( e_{p+1} = [0, \ldots, 0, 1]^\top \in \mathbb{R}^{p+1} \). Set \( \widetilde{X} = [X, \mathbb{I}] \in \mathbb{R}^{n \times (p+1)} \) and define the affine subspace \( \{ [\beta z] \in \mathbb{R}^{p+1} : z \in \mathbb{R}^p \} + \beta_{p+1} e_{p+1} \), chosen so that \( \beta = [\beta, \beta_{p+1}]^\top \in \mathbb{R}^{n+1} \) minimizes the sum of squared residuals \( \| \widetilde{X} \beta - y \|^2 \). Then \( \beta \in \mathbb{R}^n \) is the vector of regression coefficients. The affine subspace may be written \( \text{im}(I_p) + \beta_{p+1} e_{p+1} \) where \( I_p \) is the \( p \times p \) identity matrix. It best represents the data \( (X, y) \) in the sense of linear regression. This description corresponds to how one usually pictures linear regression — drawing an affine hyperplane through a collection of \( n \) scattered data points \( (x_i, y_i) \in \mathbb{R}^p \times \mathbb{R} = \mathbb{R}^{p+1} \), where \( x_i \) is the \( i \)th row of \( X \) and \( y_i \) is the \( i \)th entry of \( y \), \( i = 1, \ldots, n \).

**Example 1.2 (Errors-in-Variables Regression).** Notations as above. We concatenate the explanatory variables and response variable and assign them equal weights. The best-fitting affine subspace of the data set \( \{(x_i, y_i) \in \mathbb{R}^{p+1} : x_i \in \mathbb{R}^p, \ y_i \in \mathbb{R}, \ i = 1, \ldots, n \} \) in this case is given by \( \text{im}(w^\top) + b \) where \( w, b \in \mathbb{R}^{p+1} \) are the minimizer of the loss function \( \sum_{i=1}^n \| (I - w w^\top) ([x_i] - b) \|^2_F \) subject to \( w^\top b = 0 \), and may be obtained by solving a total least squares problem.

**Example 1.3 (Principal Component Analysis).** Let \( \overline{x} = \frac{1}{n} X^\top \mathbb{I} \in \mathbb{R}^p \) be the sample mean of a data matrix \( X \in \mathbb{R}^{n \times p} \) so that \( X = X - \mathbb{I} \overline{x}^\top \) is mean-centered. For \( k \leq p \), the \( k \)th principal subspace is \( \text{im}(Z_k) \), a \( k \)-dimensional linear subspace of \( \mathbb{R}^p \) such that \( Z_k \in \mathbb{R}^{p \times k} \) maximizes \( \text{tr}(Z_k^\top X X Z_k) \), subject to \( Z_k^\top Z_k = I_k \). The affine subspace \( \text{im}(Z_k) + \overline{x} \) in \( \mathbb{R}^p \) captures the greatest \( k \)-dimensional variability in the data \( X \). The \( k \) largest principal components of \( X \) are defined successively for \( k = 1, \ldots, p \) as orthonormal basis of \( \text{im}(Z_k) \).

\(^1\)The original manifold learning techniques ISOMAP [46], LLE [42], and Laplacian Eigenmap [10] are essentially different ways to approximate a manifold by a collection of its tangent spaces.
Example 1.4 (Support Vector Machine). Let \( \{(x_i, y_i) : x_i \in \mathbb{R}^p, y_i = \pm 1, i = 1, \ldots, n\} \) be a training set for binary classification. The best separating hyperplane is given by \( w^T x - \beta = 0 \), where \((w, \beta) \in \mathbb{R}^p \times \mathbb{R}\) can be found by minimizing \( \|w\| \) subject to \( y_i(w^T x_i - \beta) \geq 1 \) for all \( i = 1, \ldots, n \). In other words, the best separating hyperplane is the affine subspace \( \ker(w^T) + \beta 1 \).

These four examples represent a sampling of the most rudimentary classical examples. It is straightforward to extend them to include more modern considerations. We may incorporate say, sparsity or robustness, by changing the objective function used; or have matrix variables in place of vector variables by considering affine subspaces within other vector spaces, e.g., \( S^n \) or \( \mathbb{R}^{m \times n} \) in place of \( \mathbb{R}^n \).

These simple examples may be solved in the usual manners with techniques in numerical linear algebra: least squares for linear regression, singular value decomposition for errors-in-variables regression, eigenvalue decomposition for principal component analysis, linear programming for support vector machines. Nevertheless, viewing them in their full generality as optimization problems on the affine Grassmannian allows us to treat them on equal footings and facilitates development of new multivariate statistics/machine learning techniques. More importantly, we argue that the prevailing approaches may be suboptimal. For instance, in Example 1.3 one circumvents the problem of finding a best-fitting affine subspace with a two-step heuristic: First find the empirical mean of the data set \( \bar{x} \) and then mean center to reduce the problem to one of finding a best-fitting linear subspace \( \text{im}(Z) \). There is no reason that \( \text{im}(Z) + \bar{x} \) would give the best-fitting affine subspace.

2. Affine Grassmannian

The Grassmannian of affine subspaces or affine Grassmannian\(^2\), \( \text{Graff}(k, n) \), was first described in [31] but has received relatively little attention compared to the Grassmannian of linear subspaces \( \text{Gr}(k, n) \). Aside from a brief discussion in [40, Section 9.1.3], we are unaware of any systematic treatments. Nevertheless, given that it naturally parameterizes all \( k \)-dimensional affine subspaces in \( \mathbb{R}^n \), it is evidently an important object that could rival the usual Grassmannian in practical applicability, particularly in statistical estimation.

As such we will establish some basic properties of the affine Grassmannian that elucidates its structure with a view towards practical applications. The results here are neither difficult nor surprising, and certainly routine to the experts, but to the best of our knowledge they have not appeared elsewhere before.

We remind the reader of some basic terminologies. A \( k \)-plane is a \( k \)-dimensional linear subspace and a \( k \)-flat is a \( k \)-dimensional affine subspace. A \( k \)-frame is an ordered basis of a \( k \)-plane and we will regard it as an \( n \times k \) matrix whose columns \( a_1, \ldots, a_k \) are the basis vectors. A flag is a strictly increasing sequence of nested linear subspaces, \( X_k \subset X_{k+1} \). A flag is said to be complete if \( \dim X_k = k \), finite if \( k = 0, 1, \ldots, n \), and infinite if \( k \in \mathbb{N} \cup \{0\} \). We write \( \text{Gr}(k, n) \) for the Grassmannian of \( k \)-planes in \( \mathbb{R}^n \), \( V(k, n) \) for the Stiefel manifold of orthonormal \( k \)-frames, and \( O(n) := V(n, n) \) for the orthogonal group. We may regard \( V(k, n) \) as a homogeneous space,

\[
V(k, n) \cong O(n)/O(n-k), \tag{2.1}
\]

or more concretely as the set of \( n \times k \) matrices with orthonormal columns. There is a right action of the orthogonal group \( O(k) \) on \( V(k, n) \): For \( Q \in O(k) \) and \( A \in V(k, n) \), the action yields \( AQ \in V(k, n) \) and the resulting homogeneous space is \( \text{Gr}(k, n) \), i.e.,

\[
\text{Gr}(k, n) \cong V(k, n)/O(k) \cong O(n)/(O(n-k) \times O(k)). \tag{2.2}
\]

By (2.2), \( A \in \text{Gr}(k, n) \) may be identified with the equivalence class of its orthonormal \( k \)-frames \( \{AQ \in V(k, n) : Q \in O(k)\} \). Note \( \text{span}(AQ) = \text{span}(A) \) for \( Q \in O(k) \).

\(^2\)The term "affine Grassmannian" is now used far more commonly to refer to another very different object; see [4, 17, 33]. In this article, it will always be used in the sense of Definition 2.1. If desired, ‘Grassmannian of affine subspaces’ may be used to avoid ambiguity.
Definition 2.1 (Affine Grassmannian). Let \( k < n \) be positive integers. The Grassmannian of \( k \)-dimensional affine subspaces in \( \mathbb{R}^n \) or Grassmannian of \( k \)-flats in \( \mathbb{R}^n \), denoted \( \text{Graff}(k,n) \), is the set of all \( k \)-dimensional affine subspaces of \( \mathbb{R}^n \). For an abstract vector space \( V \), we write \( \text{Graff}_k(V) \) for the set of \( k \)-flats in \( V \).

This set-theoretic definition does not reveal much about the rich geometry behind \( \text{Graff}(k,n) \). We will examine it below as (i) a differential manifold, (ii) a vector bundle, (iii) a homogeneous space, and (iv) an algebraic variety.

We denote a \( k \)-dimensional affine subspace as \( \mathbf{A} + b \in \text{Graff}(k,n) \) where \( \mathbf{A} \in \text{Gr}(k,n) \) is a \( k \)-dimensional linear subspace and \( b \in \mathbb{R}^n \) is the displacement of \( \mathbf{A} \) from the origin. If \( \mathbf{A} = [a_1, \ldots, a_k] \in \mathbb{R}^{n \times k} \) is a basis of \( \mathbf{A} \), then

\[
\mathbf{A} + b := \{ \lambda_1 a_1 + \cdots + \lambda_k a_k + b \in \mathbb{R}^n : \lambda_1, \ldots, \lambda_k \in \mathbb{R} \}. \tag{2.3}
\]

The notation \( \mathbf{A} + b \) may be taken to mean a coset of the subgroup \( \mathbf{A} \) in the additive group \( \mathbb{R}^n \) or the Minkowski sum of the sets \( \mathbf{A} \) and \( \{b\} \) in the Euclidean space \( \mathbb{R}^n \). The dimension of \( \mathbf{A} + b \) is defined to be the dimension of the vector space \( \mathbf{A} \). As one would expect of a coset representative, the displacement vector \( b \) is not unique: For any \( a \in \mathbf{A} \), we have \( \mathbf{A} + b = \mathbf{A} + (a + b) \).

We may choose an orthonormal basis for \( \mathbf{A} \) so that \( \mathbf{A} \in V(k,n) \) and choose \( b \) to be orthogonal to \( \mathbf{A} \) so that \( A^T b = 0 \). Hence we may always represent \( \mathbf{A} + b \in \text{Graff}(k,n) \) by a matrix \( [A, b_0] \in \mathbb{R}^{n \times (k+1)} \) where \( A^T A = I \) and \( A^T b_0 = 0 \); in this case we call \([A, b_0]\) orthogonal affine coordinates. A moment’s thought would reveal that any two orthogonal affine coordinates \([A, b_0], [A', b'_0]\) \( \in \mathbb{R}^{n \times (k+1)} \) of the same affine subspace \( \mathbf{A} + b \) must have \( A' = AQ \) for some \( Q \in O(k) \) and \( b'_0 = b_0 \).

We will not insist on using orthogonal affine coordinates at all times as they can be unnecessarily restrictive (especially in proofs). Without these orthogonality conditions, a matrix \([A, b_0] \in \mathbb{R}^{n \times (k+1)} \) that represents an affine subspace \( \mathbf{A} + b \) in the sense of (2.3) is called its affine coordinates.

Proposition 2.2. \( \text{Graff}(k,n) \) is a smooth manifold.

Proof. Let \( \mathbf{A} + b \in \text{Graff}(k,n) \) be represented by affine coordinates \([A, b_0] = [a_1, a_2, \ldots, a_k, b_0] \in \mathbb{R}^{n \times (k+1)} \), where \( b_0 \) is chosen so that \( b - b_0 \in \mathbf{A} \). Let \( U \) be the set of all \( \mathbf{X} + y \in \text{Graff}(k,n) \) whose affine coordinates \([X, y_0]\) have nonzero \( k \times k \) leading principal minors. Then \( U \) is an open subset of \( \text{Graff}(k,n) \) containing \( \mathbf{A} + b \). Each \( \mathbf{X} + y \in U \) has unique affine coordinates \([\hat{X}, \hat{y}] \in \mathbb{R}^{n \times (k+1)} \) of the form

\[
[\hat{X}, \hat{y}] = \begin{bmatrix}
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 1 & 0 \\
\hat{x}_{k+1,1} & \hat{x}_{k+1,2} & \cdots & \hat{x}_{k+1,k} & \hat{y}_{k+1} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\hat{x}_{n,1} & \hat{x}_{n,2} & \cdots & \hat{x}_{n,k} & \hat{y}_n
\end{bmatrix}.
\]

It is routine to verify that \( \varphi : U \to \mathbb{R}^{(n-k)(k+1)} \), \( \mathbf{X} + y \mapsto [\hat{X}, \hat{y}] \), is a homeomorphism and thus gives a local chart for \( U \). We may likewise define other local charts by the nonvanishing of other \( k \times k \) minors and verify that the transition functions \( \varphi_1 \circ \varphi_2^{-1} \) are smooth for any two such local charts \( \varphi_i : U_i \to \mathbb{R}^{(n-k)(k+1)} \), \( i = 1, 2 \). \( \square \)

It turns out that \( \text{Graff}(k,n) \) may be viewed as a vector bundle over \( \text{Gr}(k,n) \). Recall that if \( S \) is a subbundle of the vector bundle \( E \), then \( Q \) is called the quotient bundle of \( E \) by \( S \) if there is a short exact sequence of vector bundles

\[
0 \to S \to E \to Q \to 0. \tag{2.4}
\]

In the context of Grassmannians, there is a special vector bundle over \( \text{Gr}(k,n) \), called the tautological bundle, whose fiber over \( \mathbf{A} \in \text{Gr}(k,n) \) is simply \( \mathbf{A} \) itself. One may view this as a subbundle of the trivial vector bundle \( \text{Gr}(k,n) \times \mathbb{R}^n \). If \( S \) is the tautological bundle and \( E \) is the trivial bundle in (2.4), then the quotient bundle \( Q \) is called the universal quotient bundle of \( \text{Gr}(k,n) \).
Proposition 2.3. Graff\((k, n)\) is the universal quotient bundle on Gr\((k, n)\).

Proof. Let \(p : \text{Graff}(k, n) \rightarrow \text{Gr}(k, n), \ A + b \mapsto A\) be the map that translates an affine space back to the origin. In terms of affine coordinates, \(p((a_1, \ldots, a_k, b_0)) = (a_1, \ldots, a_k)\) where \(a_i\)'s and \(b_0\) are chosen as in the proof of Proposition 2.2. Notice that the fiber \(p^{-1}(A)\) for \(A \in \text{Gr}(k, n)\) is simply \(\mathbb{R}^n/A\), a linear subspace of dimension \(n - k\). Local trivializations of \(\text{Graff}(k, n)\) are obtained from local charts of \(\text{Gr}(k, n)\) by construction. Hence \(\text{Graff}(k, n)\) is a vector bundle over \(\text{Gr}(k, n)\). Moreover we have \(q : \text{Gr}(k, n) \times \mathbb{R}^n \rightarrow \text{Graff}(k, n), (A, b) \mapsto A + b\). It is straightforward to check that \(q\) is a surjective bundle map and the kernel of \(q\) is the tautological vector bundle \(S\) over \(\text{Gr}(k, n)\), i.e., we have an exact sequence

\[
0 \rightarrow S \rightarrow \text{Gr}(k, n) \times \mathbb{R}^n \rightarrow \text{Graff}(k, n) \rightarrow 0.
\]

By either Proposition 2.2 or Proposition 2.3, we see that \(\dim \text{Graff}(k, n) = (n-k)(k+1)\). Unlike \(\text{Gr}(k, n)\), \(\text{Graff}(k, n)\) is non-compact: take a sequence in \(\text{Graff}(k, n)\) can be identified with an open subset of \(\text{Gr}(k, n)\) as a homogeneous Riemannian manifold is always geodesically complete \([30]\). □

The group of orthogonal affine transformations is denoted \(E(n)\) and is the set\(^3\) \(O(n) \times \mathbb{R}^n\) equipped with the group operation \((Q, c)(Q_2, c_2) = (Q_1Q_2, c_1Q_1c_2)\). The affine Stiefel manifold is defined to be the product manifold \(\text{Vaff}(k, n) := \text{V}(k, n) \times \mathbb{R}^n\). It is a homogeneous space because of the following analogue of (2.1),

\[
\text{Vaff}(k, n) \cong E(n)/O(k).
\]

Given that \(E(n)\) has wide-ranging applications in engineering \([13]\), we provide the following description of \(\text{Graff}(k, n)\) as a quotient of \(E(n)\).

Proposition 2.4. \(\text{Graff}(k, n)\) is a reductive homogeneous Riemannian manifold and is geodesically complete. In fact, we have the following analogue of (2.2),

\[
\text{Graff}(k, n) \cong \text{Vaff}(k, n)/O(n-k) \cong E(n)/\left(O(n-k) \times E(k)\right).
\]

Proof. Since \(\text{Graff}(k, n)\) can be identified with an open subset of \(\text{Gr}(k+1, n+1)\), the Riemannian metric \(g_e\) on \(\text{Gr}(k+1, n+1)\) induces a metric on \(\text{Graff}(k, n)\). With this induced metric equipped, \(\text{Graff}(k, n)\) is a Riemannian manifold. The group \(E(n)\) acts on \(\text{Graff}(k, n)\) by \((Q, c)(A + b) = Q \cdot A + Qb + c\), where \((Q, c) \in E(n) = O(n) \times \mathbb{R}^n\), \(A + b \in \text{Graff}(k, n)\), and \(Q \cdot A := \text{span}(QA)\). It is easy to see that \(E(n)\) acts on \(\text{Graff}(k, n)\) transitively and so \(\text{Graff}(k, n) \cong E(n)/\text{Stab}_{A+b}(E(n))\), where \(\text{Stab}_{A+b}(E(n))\) is the stabilizer of any fixed affine linear subspace \(A + b \in \text{Graff}(k, n)\) in \(E(n)\). Now \(\text{Stab}_{A+b}(E(n))\) consists of two types of actions. The first action is the affine action inside the plane \(A\), which is \(E(k)\), while the second action is the rotation around the orthogonal complement of \(A\), which is \(O(n-k)\). Hence we obtain \(\text{Stab}_{A+b}(E(n)) \cong O(n-k) \times E(k)\), and the representation of \(\text{Graff}(k, n)\) as a homogeneous Riemannian manifold follows. A reductive homogeneous Riemannian manifold is always geodesically complete \([30]\). □

We now turn to the algebraic geometric aspects of \(\text{Graff}(k, n)\). One of our main goals is to show that the vast array of optimization techniques \([1, 2, 3, 15, 26]\) and any probability densities \([12]\) defined on the usual Grassmannian may be adapted to the affine Grassmannian. In this regard, it is the following view of \(\text{Graff}(k, n)\) as a Zariski open dense subset of \(\text{Gr}(k+1, n+1)\) that will prove most useful. Our construction of this embedding is illustrated in Figure 1.

Theorem 2.5. (i) \(\text{Graff}(k, n)\) is an algebraic variety that is irreducible and nonsingular.

(ii) \(\text{Graff}(k, n)\) may be embedded as a Zariski open subset of \(\text{Gr}(k+1, n+1)\),

\[
j : \text{Graff}(k, n) \rightarrow \text{Gr}(k+1, n+1), \quad A + b \mapsto \text{span}(A \cup \{b + e_{n+1}\})\]

\(^3\)As semidirect product, \(E(n) = O(n) \ltimes_{\vartheta} \mathbb{R}^n\), where \(\vartheta : O(n) \rightarrow \text{Aut}(\mathbb{R}^n) \cong GL(n)\) as inclusion.
where \(e_{n+1} = (0, \ldots, 0, 1)^T \in \mathbb{R}^{n+1}\). The image is open and dense in both the Zariski and manifold topologies.

(iii) \(\text{Gr}(k+1, n+1)\) may be regarded as the disjoint union of \(\text{Gr}(k+1, n)\) and \(\text{Gr}(k, n)\); more precisely,

\[
\text{Gr}(k+1, n+1) = X \cup X^c, \quad X \cong \text{Graff}(k, n), \quad X^c \cong \text{Gr}(k+1, n).
\]

Proof. Substituting ‘smooth’ with ‘regular’ and ‘differential manifold’ by ‘algebraic variety’ in the proof of Proposition 2.2, we see that \(\text{Graff}(k, n)\) is a nonsingular algebraic variety. Its irreducibility follows from Proposition 2.3 since \(\text{Gr}(k, n)\) is irreducible and all fibers of \(\text{Graff}(k, n) \to \text{Gr}(k, n)\) are irreducible and of the same dimension. We use ‘algebraic variety’ is used here in the sense of an abstract algebraic variety, i.e., \(\text{Graff}(k, n)\) is obtained by gluing together affine open subsets.

The embedding \(j\) takes \(k\)-flats in \(\mathbb{R}^n\) to \((k+1)\)-planes in \(\mathbb{R}^{n+1}\), i.e., \(\mathbb{R}^n \supseteq A + b \mapsto \text{span}(A \cup \{b + e_{n+1}\}) \subseteq \mathbb{R}^{n+1}\). It maps \(\mathbb{R}^n\) onto \(E_n := \text{span}\{e_1, \ldots, e_n\} \subseteq \mathbb{R}^{n+1}\) where \(e_1, \ldots, e_n, e_{n+1}\) are the standard basis vectors of \(\mathbb{R}^{n+1}\). Linear subspaces \(A \subseteq \mathbb{R}^n\) are then mapped to \(j(A) \subseteq E_n\). Clearly \(j\) is an embedding.

We set \(X := j(\text{Graff}(k, n)) \subseteq \text{Gr}(k+1, n+1)\) and set \(X^c\) to be the set-theoretic complement of \(X\) in \(\text{Gr}(k+1, n+1)\). By (ii), \(X \cong \text{Graff}(k, n)\). By the definition of \(X^c\), a \((k+1)\)-plane \(B \in \text{Gr}(k+1, n+1)\) is in \(X^c\) if and only if \(B \subseteq E_n\), which is to say that \(X^c = \text{Gr}_{k+1}(E_n) \cong \text{Gr}(k+1, n)\). Lastly we see that \(X\) is Zariski open because its complement \(X^c\), comprising \((k+1)\)-planes in \(E_n\), is clearly Zariski closed. 

In the proof we identified \(\mathbb{R}^n\) with the subset \(\{(x_1, \ldots, x_n, 0)^T \in \mathbb{R}^{n+1} : x_1, \ldots, x_n \in \mathbb{R}\}\) to obtain a complete flag \(\{0\} \subset \mathbb{R}^1 \subset \mathbb{R}^2 \subset \cdots \subset \mathbb{R}^n \subset \mathbb{R}^{n+1} \subset \cdots\). Given this, our choice of \(e_{n+1}\) in the embedding \(j\) in (2.5) is the most natural one.

It is sometimes desirable to represent elements of \(\text{Gr}(k, n)\) as actual matrices instead of equivalence classes of matrices. For example, we will see that this is the case when we discuss probability distributions on \(\text{Gr}(k, n)\) and \(\text{Graff}(k, n)\) in Section 6. The Grassmannian has a well-known representation [40, Example 1.2.20] as the set of rank-\(k\) orthogonal projection matrices, or, equivalently,

\[\text{P}^2 = \text{P} \quad \text{and an orthogonal projection matrix is in addition symmetric, i.e.,} \quad \text{P}^T = \text{P}.\]

\[\text{An orthogonal projection matrix} \ P \ \text{is not an orthogonal matrix unless} \ P = \ I.\]
the set of trace-

\[ k \] idempotent symmetric matrices:

\[ \text{Gr}(k, n) \cong \{ P \in \mathbb{R}^{n \times n} : P^T = P^2 = P, \, \text{tr}(P) = k \}. \] \] (2.6)

Note that rank(\( P \)) = tr(\( P \)) for an orthogonal projection matrix \( P \). A straightforward affine analogue of (2.6) for \( \text{Graff}(k, n) \) is simply

\[ \text{Graff}(k, n) \cong \{ [P, b] \in \mathbb{R}^{n \times (n+1)} : P^T = P^2 = P, \, \text{tr}(P) = k, \, Pb = 0 \}, \] \] (2.7)

where \( A + b \in \text{Graff}(k, n) \) with orthogonal affine coordinates \([A, b_0] \in \mathbb{R}^{n \times (k+1)}\) is represented as the matrix\(^5\) \([AA^T, b_0] \in \mathbb{R}^{n \times (n+1)}\). We will call this the matrix of projection affine coordinates for \( A + b \).

3. Global coordinates for the affine Grassmannian

One reason for the wide applicability of the Grassmannian is the existence of several excellent choices of global coordinates, allowing subspaces to be represented as matrices and thereby facilitating the use of a vast range of algorithms in numerical linear algebra [1, 2, 3, 15]. Such concrete realizations of an abstract manifold is essential for applications purposes. We will show that this is also the case for the affine Grassmannian.

There are three particularly useful systems of global coordinates on the Grassmannian: points on \( \text{Gr}(k, n) \) can be represented as (i) an equivalence class of matrices \( A \in \mathbb{R}^{n \times k} \) with linearly independent columns such that \( A \sim AS \) for any \( S \in \text{GL}(k) \), (ii) an equivalence class of matrices \( A \in \text{V}(k, n) \) with orthonormal columns such that \( A \sim AQ \) for any \( Q \in \text{O}(k) \), (iii) a projection matrix \( P \in \mathbb{R}^{n \times n} \) satisfying \( P^2 = P^T = P \) and \( \text{tr}(P) = k \). These correspond to representing \( A \) by (i) bases of \( A \), (ii) orthonormal bases of \( A \), (iii) an orthogonal projection onto \( A \). The affine coordinates, orthogonal affine coordinates, and projection affine coordinates introduced in Section 2 are obvious analogues of (i), (ii), and (iii) respectively. In the following we will introduce two more.

For an affine subspace \( A + b \in \text{Graff}(k, n) \), its orthogonal affine coordinates are \([A, b_0] \in \text{V}(k, n) \times \mathbb{R}^n \) where \( A^Tb_0 = 0 \), i.e., \( b_0 \) is orthogonal to the columns of \( A \). However as \( b_0 \) is in general not of unit norm, we may not regard \([A, b_0] \) as an element of \( \text{V}(n, k+1) \). With this in mind, we introduce the notion of Stiefel coordinates, which is the most suitable system of coordinates for computations.

**Definition 3.1.** Let \( A + b \in \text{Graff}(k, n) \) and \([A, b_0] \in \mathbb{R}^{n \times (k+1)}\) be its orthogonal affine coordinates, i.e., \( A^T A = I \) and \( A^T b_0 = 0 \). The matrix of Stiefel coordinates for \( A + b \) is the \((n+1) \times (k+1)\) matrix with orthonormal columns,

\[ Y_{A+b} := \begin{bmatrix}
A \\ 0
\end{bmatrix} b_0 / \sqrt{1 + \|b_0\|^2} \in \mathbb{V}(n+1, k+1). \]

Two orthogonal affine coordinates \([A, b_0], [A', b'_0]\) of \( A + b \) give two corresponding matrices of Stiefel coordinates \( Y_{A+b}, Y_{A'+b} \). By the remark after our definition of orthogonal affine coordinates, \( A = A'Q' \) for some \( Q' \in \text{O}(k) \) and \( b_0 = b'_0 \). Hence

\[ Y_{A+b} = \begin{bmatrix}
A \\ 0
\end{bmatrix} b_0 / \sqrt{1 + \|b_0\|^2} = \begin{bmatrix}
A' \\ 0
\end{bmatrix} b'_0 / \sqrt{1 + \|b'_0\|^2} \begin{bmatrix}
Q' & 0 \\
0 & 1
\end{bmatrix} = Y'_{A+b}Q \] \] (3.1)

where \( Q := \begin{bmatrix}
Q' & 0 \\
0 & 1
\end{bmatrix} \in \text{O}(k+1) \). Hence two different matrices of Stiefel coordinates for the same affine space differ by an orthogonal transformation.

**Proposition 3.2.** Consider the equivalence class of matrices given by

\[ \begin{bmatrix}
A \\ 0
\end{bmatrix} b \cdot \text{O}(k+1) := \left\{ \begin{bmatrix}
A \\ 0
\end{bmatrix} Q \in \mathbb{R}^{(n+1) \times (k+1)} : Q \in \text{O}(k+1) \right\}. \]

\(^5\)If \( A \) is an orthonormal basis for the subspace \( A \), then \( AA^T \) is the orthogonal projection onto \( A \).
The affine Grassmannian may be represented as a set of equivalence classes of \((n+1) \times (k+1)\) matrices with orthonormal columns,

\[
\text{Graff}(k,n) \cong \left\{ \begin{bmatrix} A & b \\ 0 & \gamma \end{bmatrix} \in V(k+1,n+1) : \begin{bmatrix} A & b \\ 0 & \gamma \end{bmatrix} \in V(k+1,n+1) \right\} \quad (3.2)
\]

\[
\subseteq V(k+1,n+1)/O(k+1) = \text{Gr}(k+1,n+1). \quad (3.3)
\]

An affine subspace \(A + b \in \text{Graff}(k,n)\) is represented by the equivalence class \(Y_{A+b} \cdot O(k+1)\) corresponding to its matrix of Stiefel coordinates.

Proof. The set of equivalence classes on the RHS of (3.2) is the set \(X\) in Theorem 2.5(iii) if \(\text{Gr}(k+1,n+1)\) is regarded as the homogeneous space in (3.3).

The following lemma is easy to see from the definition of Stiefel coordinates and our discussion above. It will be useful for the optimization algorithms in Section 7, allowing us to check feasibility, i.e., whether a point represented as an \((n+1) \times (k+1)\) matrix is an element of the feasible set \(j(\text{Graff}(k,n))\).

**Lemma 3.3.** (i) Any matrix of the form \(\begin{bmatrix} A & b \\ 0 & \gamma \end{bmatrix} \in V(k+1,n+1)\), i.e.,

\[
A^T A = I, \quad A^T b = 0, \quad \|b\|^2 + \gamma^2 = 1,
\]

is the matrix of Stiefel coordinates for some \(A + b \in \text{Graff}(k,n)\).

(ii) Two matrices of Stiefel coordinates \(\begin{bmatrix} A & b \\ 0 & \gamma \end{bmatrix}, \begin{bmatrix} A' & b' \\ 0 & \gamma' \end{bmatrix} \in V(k+1,n+1)\) represent the same affine subspace iff there exists \(\begin{bmatrix} Q' & 0 \\ 0 & 1 \end{bmatrix} \in O(k+1)\) such that

\[
\begin{bmatrix} A & b \\ 0 & \gamma \end{bmatrix} = \begin{bmatrix} A' & b' \\ 0 & \gamma' \end{bmatrix} \begin{bmatrix} Q' & 0 \\ 0 & 1 \end{bmatrix}.
\]

(iii) If \(\begin{bmatrix} A & b \\ 0 & \gamma \end{bmatrix} \in V(k+1,n+1)\) is a matrix of Stiefel coordinates for \(A + b\), then every other matrix of Stiefel coordinates for \(A + b\) belongs to the equivalence class \(\begin{bmatrix} A & b \\ 0 & \gamma \end{bmatrix} \cdot O(k+1)\), but not every matrix in \(\begin{bmatrix} A & b \\ 0 & \gamma \end{bmatrix} \cdot O(k+1)\) is a matrix of Stiefel coordinates for \(A + b\).

The matrix of projection affine coordinates \([P, b] \in \mathbb{R}^{n \times (n+1)}\) in (2.7) is not an orthogonal projection matrix. With this in mind, we introduce the following notion.

**Definition 3.4.** Let \(A + b \in \text{Graff}(k,n)\) and \([P, b] \in \mathbb{R}^{n \times (n+1)}\) be its projection affine coordinates. The matrix of *projection coordinates* for \(A + b\) is the orthogonal projection matrix

\[
P_{A+b} := \begin{bmatrix} P + bb^T/\|b\|^2 + 1 \\ b^T/\|b\|^2 + 1 \end{bmatrix} / (\|b\|^2 + 1) \in \mathbb{R}^{(n+1) \times (n+1)}.
\]

Alternatively, in terms of orthogonal affine coordinates \([A, b_0] \in \mathbb{R}^{n \times (k+1)}\),

\[
P_{A+b} = \begin{bmatrix} AA^T + b_0b_0^T/\|b_0\|^2 + 1 \\ b_0^T/\|b_0\|^2 + 1 \end{bmatrix} / (\|b_0\|^2 + 1) \in \mathbb{R}^{(n+1) \times (n+1)}.
\]

It is straightforward to verify that \(P_{A+b}\) is indeed an orthogonal projection matrix, i.e., \(P_{A+b}^T = P_{A+b}\). Unlike Stiefel coordinates, projection coordinates of a given affine subspace are unique. As in Proposition 3.2, the next result gives a concrete description of the set \(X = j(\text{Graff}(k,n))\) in Theorem 2.5(iii), but in terms of projection coordinates. With this description, \(\text{Graff}(k,n)\) may be regarded as a subvariety of \(\mathbb{R}^{(n+1) \times (n+1)}\).
Proposition 3.5. The affine Grassmannian may be represented as a set of \((n + 1) \times (n + 1)\) orthogonal projection matrices,

\[
\text{Graff}(k, n) \cong \left\{ \begin{bmatrix} P + bb^T/(\|b\|^2 + 1) & b/(\|b\|^2 + 1) \\ b^T/(\|b\|^2 + 1) & 1/(\|b\|^2 + 1) \end{bmatrix} \in \mathbb{R}^{(n+1)\times(n+1)} : P \in \mathbb{R}^{n \times n}, P^T = P, \operatorname{tr}(P) = k, Pb = 0 \right\}. \tag{3.4}
\]

An affine subspace \(A + b \in \text{Graff}(k, n)\) is uniquely represented by its matrix of projection coordinates \(P_{A+b}\).

Proof. Let \(A + b \in \text{Graff}(k, n)\) have orthogonal affine coordinates \([A, b_0]\). Since \(P = AA^T \in \mathbb{R}^{n \times n}\) is an orthogonal projection matrix that satisfies \(Pb_0 = 0\), the map \(A + b \mapsto P_{A+b}\) takes \(\text{Graff}(k, n)\) onto the set of matrices on the RHS of (3.4) with inverse given by \(P_{A+b} \mapsto \operatorname{im}(P) + b_0\). \(\square\)

The following lemma allows us to check feasibility for the algorithms in Section 7 when we use projection coordinates.

Lemma 3.6. An orthogonal projection matrix \(\begin{bmatrix} S & d \\ d^T & \gamma \end{bmatrix} \in \mathbb{R}^{(n+1)\times(n+1)}\) is the matrix of projection coordinates for some affine subspace in \(\mathbb{R}^n\) iff (i) \(\gamma \neq 0\); (ii) \(S - \gamma^{-1}dd^T \in \mathbb{R}^{n \times n}\) is an orthogonal projection matrix; (iii) \(Sd = 0\). In addition, \(\begin{bmatrix} S & d \\ d^T & \gamma \end{bmatrix} \in \mathbb{R}^{(n+1)\times(n+1)}\) is the matrix of projection coordinates for \(A + b \in \text{Graff}(k, n)\) iff \(S - \gamma^{-1}dd^T = AA^T\) and \(\gamma^{-1}d = b_0\) where \([A, b_0] \in \mathbb{R}^{n \times (k+1)}\) is an orthogonal affine coordinates of \(A + b\).

The next lemma allows us to switch from Stiefel and projection coordinates.

Lemma 3.7. (i) If \(Y_{A+b} \in V(k+1, n+1)\) is a matrix of Stiefel coordinates for \(A + b\), then the matrix of projection coordinates for \(A + b\) is given by

\[
P_{A+b} = Y_{A+b}^T Y_{A+b} \in \mathbb{R}^{(n+1)\times(n+1)}.
\]

(ii) If \(P_{A+b} \in \mathbb{R}^{(n+1)\times(n+1)}\) is the matrix of projection coordinates for \(A + b\), then a matrix of Stiefel coordinates for \(A + b\) is given by any \(Y_{A+b} \in V(k+1, n+1)\) whose columns form an orthonormal eigenbasis for the 1-eigenspace of \(P_{A+b}\).

Proof. (i) follows from the observation that for any \(Q \in O(k+1),\)

\[
\begin{pmatrix} A & b/\sqrt{\|b\|^2 + 1} \\ 0 & 1/\sqrt{\|b\|^2 + 1} \end{pmatrix} \begin{pmatrix} A & b/\sqrt{\|b\|^2 + 1} \\ 0 & 1/\sqrt{\|b\|^2 + 1} \end{pmatrix}^T = \begin{pmatrix} AA^T + bb^T/(\|b\|^2 + 1) & b/(\|b\|^2 + 1) \\ b^T/(\|b\|^2 + 1) & 1/(\|b\|^2 + 1) \end{pmatrix}.
\]

For (ii), recall that the eigenvalues of an orthogonal projection matrix are 0’s and 1’s with multiplicities given by its nullity and rank respectively. Thus we have an eigenvalue decomposition of the form \(P_{A+b} = V[ I_{k+1} 0_{n-k} ] V^T = V_{k+1} V_{k+1}^T\), where the columns of \(V_{k+1} \in V(k+1, n+1)\) are the eigenvectors corresponding to the eigenvalue 1. Let \(v \in \mathbb{R}^{k+1}\) be the last row of \(V_{k+1}\) and \(Q \in O(k+1)\) be a Householder matrix [19] such that \(Q^T v = \|v\|e_{k+1}\). Then \(Y_{A+b} = V_{k+1} Q\) has the form required in Lemma 3.3(i) for a matrix of Stiefel coordinates. \(\square\)

The above proof also shows that projection coordinates are unique even though Stiefel coordinates are not. In principle, they are interchangeable via Lemma 3.7 but in reality, one form is usually more natural than the other for a specific use.

4. Geodesics and distances between affine subspaces

An important reason for the widespread applicability of the usual Grassmannian is that one has concrete, explicitly computable expressions for geodesics and distances on \(\text{Gr}(k, n)\). In [2, 15, 52], these expressions were obtained from a purely differential geometric perspective. One might imagine that a notion of distance between affine subspaces could be similarly obtained from the differential
geometric structures on $\text{Graff}(k,n)$ established in Propositions 2.2, 2.3, and 2.4. Surprisingly this is not the case.

By Proposition 2.4, $\text{Graff}(k,n)$ is geodesically complete; by the Hopf–Rinow Theorem [30], any two points on $\text{Graff}(k,n)$ can be connected by a distance minimizing geodesic. Once we have determined this geodesic, we may in principle compute the geodesic distance. In practice, however, it will be difficult to obtain an explicit expression for the geodesic without having additional structures on the manifold. Geodesic completeness only guarantees existence of such a geodesic but does not offer any clues in finding one.

A more careful examination of the arguments in [2, 15, 52] for obtaining an explicit expression for geodesics and geodesic distances on the $V(k,n)$ and $\text{Gr}(k,n)$ reveal that they depend on a somewhat obscure structure, namely, that of a geodesic orbit space [5, 20]. In general, if $G$ is a compact semisimple Lie group and $G/H$ is a reductive homogeneous space, then there is a standard metric induced by the restriction of the Killing form on $\mathfrak{g}/\mathfrak{h}$ where $\mathfrak{g}$ and $\mathfrak{h}$ are the Lie algebras of $G$ and $H$ respectively. With this standard metric, $G/H$ is a geodesic orbit space, i.e., all geodesics are orbits of one parameter subgroups of $G$. In the case of $\text{Gr}(k,n) = \text{O}(n)/(\text{O}(n-k) \times \text{O}(k))$ and Stiefel manifold $V(k,n) = \text{O}(n)/\text{O}(n-k)$, $\text{O}(n)$ is a compact semisimple Lie group and the Riemannian metrics we use on $\text{Gr}(k,n)$ and $V(k,n)$ are indeed the standard metrics. Hence they are geodesic orbit spaces. Moreover, for matrix Lie groups like $\text{O}(n)$, we know that all their one parameter subgroups are given by the exponential maps. These observations allow us to write down geodesics on $\text{Gr}(k,n)$ and $V(k,n)$ explicitly.

In seeking an expression for the geodesic distance between affine subspaces, it might appear that we could just apply the same arguments to $\text{Graff}(k,n)$, given that Proposition 2.4 guarantees the existence of a distance minimizing geodesic between any two $k$-dimensional affine subspaces in $\mathbb{R}^n$. The difficulty in this situation is that $\text{Graff}(k,n) = \text{E}(n)/\text{E}(n-k)$ is not compact and therefore does not have a standard metric on $\text{Graff}(k,n)$ as in the case of $\text{Gr}(k,n)$ and $V(k,n)$.

What about the vector bundle structure on $\text{Graff}(k,n)$ then? If $E$ is a vector bundle over a Riemannian manifold $M$, then there is always a metric induced on $E$ by the metric on $M$, namely, the pullback of the metric on $M$. Nevertheless, this metric on $E$ is evidently not very interesting — by definition, it disregards the fibers of the bundle. In the context of Proposition 2.3, this is akin to defining the distance between $A + b$ and $B + c \in \text{Graff}(k,n)$ as the usual Grassmann distance between $A$ and $B \in \text{Gr}(k,n)$, which ignores $b$ and $c$ totally.

In summary, the differential geometric structures on $\text{Graff}(k,n)$ established in Propositions 2.2, 2.3, and 2.4 do not really help us define a distance between two affine subspaces. We will instead turn to the algebraic geometric properties of $\text{Graff}(k,n)$ in Theorem 2.5 to provide the framework for defining such a distance. We will first describe the distance between two equidimensional affine subspaces and then extend it to affine subspaces of different dimensions in Section 5.

Recall that the Riemannian metric on $\text{Gr}(k,n)$ yields the following well-known Grassmann distance between two subspaces $A, B \in \text{Gr}(k,n)$,

$$d_{\text{Gr}(k,n)}(A,B) = \left(\sum_{i=1}^{k} \theta_i^2\right)^{1/2},$$

where $\theta_1, \ldots, \theta_k$ are the principal angles between $A$ and $B$. This distance is easily computable via SVD as $\theta_i = \cos^{-1} \sigma_i$, where $\sigma_i$ is the $i$th singular value of the matrix $A^T B$ for any orthonormal bases $A$ and $B$ of $A$ and $B$ [19, 53].

By Theorem 2.5(ii), we may identify $\text{Graff}(k,n)$ with its image $j(\text{Graff}(k,n))$ in $\text{Gr}(k,n)$. As a subset of $\text{Gr}(k+1, n+1)$, $\text{Graff}(k,n)$ inherits the Grassmann distance $d_{\text{Gr}(k+1,n+1)}$ on $\text{Gr}(k+1, n+1)$ and we obtain a distance as in Theorem 4.1 that can also be readily computed using SVD. We will show in Theorem 4.3 that this distance is in fact intrinsic.
Theorem 4.1. For any two affine k-flats $A + b$ and $B + c \in \text{Graff}(k, n)$,

$$d_{\text{Graff}(k,n)}(A + b, B + c) := d_{\text{Gr}(k+1,n+1)}(j(A + b), j(B + c)),$$

where $j$ is the embedding in (2.5), defines a notion of distance consistent with the Grassmann distance. If

$$Y_{A+b} = \begin{bmatrix} A & b_0 / \sqrt{1 + \|b_0\|^2} \\ 0 & 1 / \sqrt{1 + \|b_0\|^2} \end{bmatrix}, \quad Y_{B+c} = \begin{bmatrix} B & c_0 / \sqrt{1 + \|c_0\|^2} \\ 0 & 1 / \sqrt{1 + \|c_0\|^2} \end{bmatrix}$$

are the matrices of Stiefel coordinates for $A + b$ and $B + c$ respectively, then

$$d_{\text{Graff}(k,n)}(A + b, B + c) = \left( \sum_{i=1}^{k+1} \theta_i^2 \right)^{1/2}, \quad (4.2)$$

where $\theta_i = \cos^{-1} \sigma_i$ and $\sigma_i$ is the $i$th singular value of $Y_{A+b}^T Y_{B+c} \in \mathbb{R}^{(k+1) \times (k+1)}$.

Proof. Any nonempty subset of a metric space is a metric space. It remains to check that the definition does not depend on a choice of Stiefel coordinates. Let $Y_{A+b}$ and $Y'_{A+b}$ be two different matrices of Stiefel coordinates for $A + b$ and $Y_{B+c}$ and $Y'_{B+c}$ be two different matrices of Stiefel coordinates for $B + c$. By Lemma 3.3(ii), there exist $Q_1, Q_2 \in O(k + 1)$ such that $Y_{A+b} = Y'_{A+b} Q_1$, $Y_{B+c} = Y'_{B+c} Q_2$. The required result then follows from

$$\sigma_i(Y_{A+b}^T Y_{B+c}) = \sigma_i(Q_1^T Y_{A+b}^T Y_{B+c} Q_2) = \sigma_i(Y'_{A+b}^T Y'_{B+c}), \quad i = 1, \ldots, k. \quad \square$$

The proof above also shows that $\theta_1, \ldots, \theta_{k+1}$ are independent of the choice of Stiefel coordinates. We will call $\theta_i$ the $i$th **affine principal angles** between the respective affine subspaces and denote it by $\theta_i(A + b, B + c)$. Consider the SVD,

$$Y_{A+b}^T Y_{B+c} = U \Sigma V^T \quad (4.3)$$

where $U, V \in O(k + 1)$ and $\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_{k+1})$. Let

$$Y_{A+b} U = [p_1, \ldots, p_{k+1}], \quad Y_{B+c} V = [q_1, \ldots, q_{k+1}].$$

We will call the pair of column vectors $(p_i, q_i)$ the $i$th **affine principal vectors** between $A + b$ and $B + c$. These are clearly the affine analogues of principal angles and principal vectors of linear subspaces [11, 19, 53].

We will next show that the distance in Theorem 4.1 is the only possible distance on an affine Grassmannian compatible with the usual Grassmann distance on a Grassmannian. On any connected Riemannian manifold $M$ with Riemannian metric $g$, there is an intrinsic distance function $d_M$ on $M$ with respect to $g$,

$$d_M(x, y) := \inf\{L(\gamma) : \gamma \text{ is a piecewise smooth curve connecting } x \text{ and } y \text{ in } M\}.$$

For a connected submanifold of $N \subseteq M$, there is a natural Riemannian metric $g_N$ on $N$ induced by $g$ and therefore a corresponding intrinsic distance function,

$$d_N(x, y) := \inf\{L(\gamma) : \gamma \text{ is a piecewise smooth curve connecting } x \text{ and } y \text{ in } N\}.$$

On the other hand, we may also define a distance function $d_M|_N$ on $N$ by simply restricting the distance function $d_M$ to $N$ — note that this is what we have done in Theorem 4.1 with $M = \text{Gr}(k + 1, n + 1)$ and $N = \text{Graff}(k, n)$. In general, $d_M|_N \neq d_N$. For example, for $N = S^2$ embedded as the unit sphere in $M = \mathbb{R}^3$, the two distance functions on $S^2$ are obviously different. However, for our embedding of Graff($k, n$) in Gr($k + 1, n + 1$), the two distances on Graff($k, n$) agree.

Proposition 4.2. Let $K$ be a closed submanifold of codimension at least two in $M$ and let $N$ be the complement of $K$ in $M$. Then $d_M|_N = d_N$.
Proof. We need to show that for any two distinct points \(x, y \in N\), \(d_M(x, y) = d_N(x, y)\). By definition of \(d_M\) and \(d_N\) it suffices to show that any piecewise smooth curve \(\gamma\) in \(M\) connecting \(x, y\) can be approximated by a piecewise smooth curve in \(N\) connecting \(x, y\). The assumption on codimension implies that \(x, y \in N\) is connected by a piecewise smooth curve in \(N\). The transversality theorem [27, Theorem 2.4] then implies that \(\gamma\) can be approximated by curves in \(N\) connecting \(x, y\). \(\square\)

**Theorem 4.3.** The distance \(d_{Graff(k,n)}\) in Theorem 4.1 is intrinsic with respect to the Riemannian metric on \(Graff(k, n)\) induced from that of \(Gr(k + 1, n + 1)\).

Proof. By Theorem 2.5, the complement of \(N = Graff(k, n)\) in \(M\) is \(Gr(k + 1, n)\) has codimension \(k + 1 \geq 2\). Hence Proposition 4.2 applies. \(\square\)

The next theorem plays an important role for our path-following algorithms in Section 7, showing that they will almost never lead to a point outside \(Graff(k, n)\).

**Theorem 4.4.** Let \(A + b, B + c \in Graff(k, n)\) and let
\[
Y_{A+b} = \begin{bmatrix} A & b_0 / \sqrt{||b_0||^2 + 1} \\ 0 & 1 / \sqrt{||b_0||^2 + 1} \end{bmatrix}, \quad Y_{B+c} = \begin{bmatrix} B & c_0 / \sqrt{||c_0||^2 + 1} \\ 0 & 1 / \sqrt{||c_0||^2 + 1} \end{bmatrix}
\]
be their Stiefel coordinates. If \(Y_{A+b}^T Y_{B+c}\) is invertible, then there is at most one point on the distance minimizing geodesic in \(Gr(k + 1, n + 1)\) connecting \(A + b\) and \(B + c\) which lies outside \(j(Graff(k, n))\). Here \(j\) is the embedding in (2.5).

Proof. Let \(U \in O(k+1)\) and the diagonal matrix \(\Sigma\) be as in (4.3). We will write \(\Theta := \text{diag}(\theta_1, \ldots, \theta_{k+1}) = \cos^{-1}\Sigma\) for the diagonal matrix of affine principal angles. By [2] the geodesic connecting \(j(A + b)\) and \(j(B + c)\) is given by \(\gamma(t) = \text{span}(Y_{A+b} U \cos(t\Theta) + Q \sin(t\Theta))\), where \(Q \in O(k + 1)\) is such that the RHS of
\[
(I - Y_{A+b}^T Y_{A+b}) Y_{B+c} (Y_{A+b}^T Y_{B+c})^{-1} = Q(tan(\Theta)) U^T
\]
gives an SVD of the matrix on the LHS. If we denote the last row of \(U\) and \(Q\) as \([u_{k+1,1}, \ldots, u_{k+1,k+1}]^T\) and \([q_{k+1,1}, \ldots, q_{k+1,k+1}]^T\) respectively, then \(\gamma(t) \in Gr(k + 1, n + 1) \setminus j(Graff(k, n))\) iff the entries on last row of \(\gamma(t)\) are all zero, i.e.,
\[
\frac{u_{k+1,i} \cos(t\theta_i)}{\sqrt{||\theta||^2 + 1}} + q_{k+1,i} \sin(t\theta_i) = 0,
\]
for all \(i = 1, \ldots, k+1\). So at most one point on \(\gamma\) lies outside \(Graff(k, n)\). \(\square\)

**Corollary 4.5.** Let \(A + b\) and \(B + c \in Graff(k, n)\). The distance minimizing geodesic \(\gamma : [0, 1] \to Graff(k, n)\) connecting \(A + b\) and \(B + c\) is given by
\[
\gamma(t) = j^{-1}(\text{span}(Y_{A+b} U \cos(t\Theta) + Q \sin(t\Theta)));
\]
where \(Q, U \in O(k + 1)\) and the diagonal matrix \(\Theta\) are determined by the SVD
\[
(I - Y_{A+b}^T Y_{A+b}) Y_{B+c} (Y_{A+b}^T Y_{B+c})^{-1} = Q(tan(\Theta)) U^T.
\]
The matrix \(U\) is the same as that in (4.3) and \(\Theta = \text{diag}(\theta_1, \ldots, \theta_{k+1})\) is the diagonal matrix of affine principal angles. \(\gamma\) attains the distance in (4.2).

The Grassmann distance in (4.1) is the best known distance on the Grassmannian. But there are in fact several common distances on the Grassmannian [53, Table 2] and we may extend them to the affine Grassmannian by applying the embedding \(j : Graff(k, n) \to Gr(k + 1, n + 1)\) and emulating our arguments in this section. We summarize these distances in Table 1. The matrices \(U, V \in O(k+1)\) in the right column of Table 1 are the ones in (4.3).
Table 1. Distances on Graff\((k,n)\) in terms of affine principal angles and Stiefel coordinates.

<table>
<thead>
<tr>
<th></th>
<th>Affine principal angles</th>
<th>Stiefel coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asimov</td>
<td>(d^A_{\text{Graff}(k,n)}(A, B) = \theta_{k+1})</td>
<td>(\cos^{-1}|Y^T_{A+b}Y_{B+c}|_2)</td>
</tr>
<tr>
<td>Binet–Cauchy</td>
<td>(d^B_{\text{Graff}(k,n)}(A, B) = (1 - \prod_{i=1}^{k+1} \cos^2 \theta_i)^{1/2})</td>
<td>((1 - (\det Y^T_{A+b}Y_{B+c})^2)^{1/2})</td>
</tr>
<tr>
<td>Chordal</td>
<td>(d^C_{\text{Graff}(k,n)}(A, B) = \left(\sum_{i=1}^{k+1} \sin^2 \theta_i\right)^{1/2})</td>
<td>(\frac{1}{\sqrt{2}}|Y_{A+b}Y^T_{A+b} - Y_{B+c}Y^T_{B+c}|_F)</td>
</tr>
<tr>
<td>Fubini–Study</td>
<td>(d^F_{\text{Graff}(k,n)}(A, B) = \cos^{-1}\left(\prod_{i=1}^{k+1} \cos \theta_i\right)^{1/2})</td>
<td>(\cos^{-1}</td>
</tr>
<tr>
<td>Martin</td>
<td>(d^M_{\text{Graff}(k,n)}(A, B) = \left(\log \prod_{i=1}^{k+1} 1/\cos^2 \theta_i\right)^{1/2})</td>
<td>((-2 \log \det Y^T_{A+b}Y_{B+c})^{1/2})</td>
</tr>
<tr>
<td>Procrustes</td>
<td>(d^P_{\text{Graff}(k,n)}(A, B) = 2\left(\sum_{i=1}^{k+1} \sin^2 (\theta_i/2)\right)^{1/2})</td>
<td>(|Y_{A+b}Y^T_{A+b} - Y_{B+c}Y^T_{B+c}|_2)</td>
</tr>
<tr>
<td>Projection</td>
<td>(d^P_{\text{Graff}(k,n)}(A, B) = \sin \theta_{k+1})</td>
<td>(|Y_{A+b}U - Y_{B+c}V|_2)</td>
</tr>
<tr>
<td>Spectral</td>
<td>(d^S_{\text{Graff}(k,n)}(A, B) = 2\sin(\theta_{k+1}/2))</td>
<td>(|Y_{A+b}U - Y_{B+c}V|_2)</td>
</tr>
</tbody>
</table>

5. **Affine Schubert varieties and distances between affine subspaces of different dimensions**

The discussions in the previous section are about distances between affine subspaces of the *same* dimension. To provide a geometric framework for modeling mixtures of inequidimensional affine subspaces, we provide an extension to distance between affine subspaces of *different* dimensions.

For a long time, it is unclear how one might define a notion of distance between linear subspaces of different dimensions — not for the lack of proposed formulas for such a distance but that it is not clear what these ad hoc formulas measure, whether they depend on a choice of coordinates, or if they stay invariant when the dimension of the ambient space is changed. These issues have recently been resolved in [53]. Given a \(k\)-dimensional linear subspace \(A \in \text{Gr}(k,n)\) and an \(l\)-dimensional linear subspace \(B \in \text{Gr}(l,n)\) of \(\mathbb{R}^n\), say \(k < l\), it has been shown in [53] that if we take the set of all \(k\)-dimensional subspaces contained in \(B\), i.e., \(\Omega_-(B) := \{X \in \text{Gr}(k,n) : X \subseteq B\}\), and define the required distance to be

\[
d_{\text{Gr}(k,n)}(A, \Omega_-(B)) = \inf_{Y \in \Omega_-(B)} d_{\text{Gr}(k,n)}(A, Y),
\]

and if we take the set of all \(l\)-dimensional subspaces containing \(A\), i.e., \(\Omega_+(A) := \{Y \in \text{Gr}(l,n) : A \subseteq Y\}\), and define the required distance to be

\[
d_{\text{Gr}(l,n)}(B, \Omega_+(A)) = \inf_{X \in \Omega_+(A)} d_{\text{Gr}(l,n)}(B, X),
\]

the two results are identical. Their common value gives a natural notion of distance between subspaces of different dimensions, denoted by \(\delta(A, B)\). In addition this distance is independent of \(n\), the dimension of the ambient space, and is easily computable via the SVD:

\[
\delta(A, B) = \left(\sum_{i=1}^{\min(k,l)} \theta_i^2\right)^{1/2}.
\]

Moreover, this strategy applies to any of the distances in [53, Table 2], extending them to subspaces of different dimensions [53, Theorem 12]. There is also an accompanying geometric insight — the sets \(\Omega_+(A)\) and \(\Omega_-(B)\) are well-studied objects called *Schubert varieties* and thus the distances (5.1) and (5.2) are distances from a point to a Schubert variety within the respective Grassmannians.

The goal of this section is to show that the framework described above may be adapted to define various notions of distances for affine subspaces of different dimensions. The proofs of Lemma 5.1,
Theorem 5.2 and 5.3 are similar to those of their linear counterparts [53, Lemma 3, Theorems 7 and 12] and will be omitted.

We start by defining the infinite affine Grassmannian, a geometric object that parameterizes $k$-dimensional flats in $\mathbb{R}^n$ for all $n \geq k$. Formally, this is defined as

$$\text{Graff}(k, \infty) := \lim_{n \to \infty} \text{Graff}(k, n),$$

where the direct limit is taken in the directed system given by the natural inclusions $\iota_n : \text{Graff}(k, n) \to \text{Graff}(k, n + 1)$ for $n \geq k$. To be specific, if $[A, b] \in \mathbb{R}^{n \times (k+1)}$ is the affine coordinates of $A + b \in \text{Graff}(k, n)$, then $\iota_n(A + b) = A' + b'$ where $A' = \text{span} \left[ \begin{array}{c} A \\ 0 \end{array} \right], b' = \left[ \begin{array}{c} b \\ 0 \end{array} \right]$, i.e., $A' + b' \in \text{Graff}(k, n + 1)$ has affine coordinates $\left[ \begin{array}{c} A \\ b' \end{array} \right] \in \mathbb{R}^{(n+1) \times (k+1)}$. Readers unfamiliar with direct limits may simply identify $[A, b]$ with $\left[ \begin{array}{c} A \\ 0 \end{array} \right]$ and thereby regard

$$\text{Graff}(k, n) \subseteq \text{Graff}(k, n + 1) \quad \text{and} \quad \text{Graff}(k, \infty) = \bigcup_{n=k}^{\infty} \text{Graff}(k, n).$$

**Lemma 5.1.** The value $d_{\text{Graff}(k,n)}(A + b, B + c)$ of two $k$-flats $A + b$ and $B + c \in \text{Graff}(k, n)$ is independent of $n$, the dimension of their ambient space. Consequently, $d_{\text{Graff}(k,n)}$ induces a distance $d_{\text{Graff}(k, \infty)}$ on $\text{Graff}(k, \infty)$.

Let $A + b \in \text{Graff}(k, n)$ and $B + c \in \text{Graff}(l, n)$ where $k \leq l \leq n$. The affine Schubert varieties of $l$-flats containing $A + b$ and $k$-flats contained in $B + c$ are

$$\Omega_+(A + b) := \{ X + y \in \text{Gr}(l, n) : A + b \subseteq X + y \}, \quad (5.4)$$

$$\Omega_-(B + c) := \{ Y + z \in \text{Graff}(k, n) : Y + z \subseteq B + c \}. \quad (5.5)$$

**Theorem 5.2.** Let $k \leq l \leq n$. For any $A + b \in \text{Graff}(k, n)$ and $B + c \in \text{Graff}(l, n)$, the following distances are equal,

$$d_{\text{Graff}(k,n)}(A + b, \Omega_-(B + c)) = d_{\text{Graff}(l,n)}(B + c, \Omega_+(A + b)), \quad (5.6)$$

and their common value $\delta(A + b, B + c)$ may be computed explicitly as

$$\delta(A + b, B + c) = \left( \sum_{i=1}^{\min(h,l)+1} \theta_i(A + b, B + c) \right)^{1/2}. \quad (5.7)$$

The affine principal angles $\theta_1, \ldots, \theta_{\min(h,l)+1}$ are as defined in Theorem 4.1 except that now they correspond to the singular values of a rectangular matrix

$$Y_{A+b}^T Y_{B+c} = \begin{bmatrix} A & 0 \\ b_0/\sqrt{1+\|b_0\|^2} & 0 \end{bmatrix}^T \begin{bmatrix} B & 0 \\ c_0/\sqrt{1+\|c_0\|^2} & 0 \end{bmatrix} \in \mathbb{R}^{(k+1) \times (l+1)}.$$

Like its counterpart for linear subspaces, $\delta$ defines a distance between the respective affine subspaces in the sense of a distance of a point to a set. It reduces to the usual Grassmann distance $d_{\text{Gr}(k,n)}$ in (4.1) when $b = c = 0$ and $\dim A = \dim B = k$.

Another advantage of relying on an embedding of $\text{Graff}(k, n)$ into $\text{Gr}(k+1, n+1)$ for our definition of distance between affine subspaces is that $\text{Graff}(k, n)$ automatically inherits the other distances on $\text{Gr}(k+1, n+1)$, i.e., the distances in Table 1 may be extended to affine subspaces of different dimensions.

**Theorem 5.3.** Let $k \leq l \leq n$. Let $A + b \in \text{Graff}(k, n)$, $B + c \in \text{Graff}(l, n)$. Then

$$d_{\text{Graff}(k,n)}^*(A + b, \Omega_-(B + c)) = d_{\text{Graff}(l,n)}^*(B + c, \Omega_+(A + b))$$

where $d_{\text{Graff}(k, n)}^*$ is the affine Grassmann distance.
for \( \ast = \alpha, \beta, \kappa, \mu, \pi, \rho, \sigma, \phi \). Their common value \( \delta^\ast(a + b, B + c) \) is given by:

\[
\delta^\alpha(a + b, B + c) = \theta_{k+1},
\]

\[
\delta^\pi(a + b, B + c) = \sin \theta_{k+1},
\]

\[
\delta^\sigma(a + b, B + c) = 2 \sin(\theta_{k+1}/2),
\]

\[
\delta^\phi(a + b, B + c) = \frac{1}{\theta_{k+1}} \sum_{i=1}^{k+1} \sin^2 \theta_i,
\]

where \( \theta_1, \ldots, \theta_{k+1} \) are as defined above.

For the two affine Schubert varieties in (5.4), \( \Omega_+(A + b) \) may be viewed a Grassmannian whereas \( \Omega_-(B + c) \) may be viewed as an affine Grassmannian.

**Proposition 5.4.** Let \( A + b \in \text{Graff}(k, n) \) and \( B + c \in \text{Graff}(l, n) \). Then

\[
\Omega_+(A + b) \cong \text{Gr}(n-l, n-k) \quad \text{and} \quad \Omega_-(B + c) \cong \text{Graff}(h, l)
\]

as Riemannian manifolds and algebraic varieties.

**Proof.** We first observe that the map \( \varphi : \Omega_+(A + b) \to \Omega_+(A), X + y \mapsto X + y - b \), is well-defined since \( A \subset X + y - b \) by our choice of \( X + y \). Also, \( \psi : \Omega_+(A) \to \Omega_+(A + b), X \mapsto X + b \), is the inverse of \( \varphi \) and so it is an isomorphism. Together with [53, Proposition 21], we obtain the first isomorphism \( \Omega_+(A + b) \cong \Omega_+(A) \cong \text{Gr}(n-l, n-k) \). For the second isomorphism, consider \( \varphi' : \Omega_-(B + c) \to \text{Graff}(k, B), Y + z \mapsto Y + z - c \), which is well-defined since \( Y + z - c \) is an affine subspace of dimension \( k \) in \( B \). Its inverse is given by \( \psi' : \text{Graff}(k, B) \to \Omega_-(B + c), Y + z \mapsto Y + z + c \), and so it is an isomorphism. The required isomorphism then follows from \( \Omega_-(B + c) \cong \text{Graff}(k, B) \cong \text{Graff}(h, l) \).

The reason for the asymmetry in Proposition 5.4 is as follows. \( \Omega_+(A + b) \) is a Grassmannian of linear subspaces since all affine subspaces containing \( A + b \) can be shifted back to the origin by the vector \( b \). In the case of \( \Omega_-(B + c) \), shifting \( B + c \) back to the origin by \( c \) and then taking all affine subspaces contained in \( B \) still gives a Grassmannian of affine subspaces. We may also express them as

\[
\Omega_+(A + b) \cong \{[P, d] \in \mathbb{R}^{n \times (n+1)} : P^T = P, Pd = 0, \text{tr}(P) = 0, A \subseteq \text{im}(P)\},
\]

\[
\Omega_-(B + c) \cong \{[P, d] \in \mathbb{R}^{n \times (n+1)} : P^T = P, Pd = 0, \text{tr}(P) = 0, \text{im}(P) \subseteq B\},
\]

and regard \( \text{Graff}(k, n), \text{Graff}(l, n), \Omega_+(A + b), \Omega_-(B + c) \) as subsets of \( \mathbb{R}^{n \times (n+1)} \).

As we mentioned earlier, \( \delta \) in (5.7) and \( \delta^\ast \) in Theorem 5.3 are distances in the sense of a distance from a point to a set, but they are not metrics. Nevertheless, it is not difficult to derive metrics from them. The *doubly infinite affine Grassmannian*, a geometric model for affine subspaces of all dimensions, is the disjoint union

\[
\text{Graff}(\infty, \infty) := \bigsqcup_{k=1}^{\infty} \text{Graff}(k, \infty).
\]

This is the affine analogue of \( \text{Gr}(\infty, \infty) \), the doubly infinite Grassmannian of linear subspaces of all dimensions, defined in [53, Section 5], where it is also shown to be metrizable with respect to any of the common distances between linear subspaces.

We will see how \( \text{Graff}(\infty, \infty) \) can likewise be metrized, i.e., how a metric can be defined between any pair of affine subspaces of arbitrary dimensions. The embedding \( j : \text{Graff}(k, n) \to \text{Gr}(k + 1, n + 1) \) induces an embedding of sets \( j_\infty : \text{Graff}(\infty, \infty) \to \text{Gr}(\infty, \infty) \). So \( \text{Graff}(\infty, \infty) \) may be identified with \( j_\infty(\text{Graff}(\infty, \infty)) \) and regarded as a subset of \( \text{Gr}(\infty, \infty) \). It inherits any metric on \( \text{Gr}(\infty, \infty) \): If \( A + b \) and \( B + c \) are affine subspaces of possibly different dimensions, we may define

\[
d^\ast_{\text{Graff}(\infty, \infty)}(A + b, B + c) := d^*_{\text{Gr}(\infty, \infty)}(j_\infty(A + b), j_\infty(B + c)),
\]
for any choice of metric $d^r_{\text{Gr}(\infty,\infty)}$ on $\text{Gr}(\infty, \infty)$. For example, the following metrics correspond to Grassmann, chordal, and Procrustes distances.

### Table 2. Metrics on $\text{Graff}(\infty, \infty)$ in terms of affine principal angles and $k = \dim A, l = \dim B$.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grassmann metric</td>
<td>$d_{\text{Graff}(\infty,\infty)}(A + b, B + c) = \left(</td>
</tr>
<tr>
<td>Chordal metric</td>
<td>$d^p_{\text{Graff}(\infty,\infty)}(A + b, B + c) = \left(</td>
</tr>
<tr>
<td>Procrustes metric</td>
<td>$d^p_{\text{Graff}(\infty,\infty)}(A + b, B + c) = \left(</td>
</tr>
</tbody>
</table>

### 6. Probability densities on the affine Grassmannian

To do statistics on the affine Grassmannian, we will need reasonable notions of probability densities on them; we will introduce five in this section: uniform, Langevin (or von Mises–Fisher), Bingham, Langevin–Gaussian, and Bingham–Gaussian.

The Riemannian metric on $\text{Gr}(k, n)$ that induces the Grassmann distance in (4.1) also induces a volume density $d\gamma_{k,n}$ on $\text{Gr}(k, n)$ [40, Proposition 9.1.12] with

$$\text{Vol}(\text{Gr}(k, n)) = \int_{\text{Gr}(k, n)} |d\gamma_{k,n}| = \left( \frac{n}{k} \right) \frac{\prod_{j=1}^n \omega_j}{(\prod_{j=1}^k \omega_j)(\prod_{j=1}^{n-k} \omega_j)},$$

(6.1)

where $\omega_m := \pi^{m/2}/\Gamma(1 + m/2)$, volume of the unit ball in $\mathbb{R}^m$. A natural uniform probability density on $\text{Gr}(k, n)$ is given by $d\mu_{k,n} := \text{Vol}(\text{Gr}(k, n))^{-1} |d\gamma_{k,n}|$.

By Theorem 2.5(ii), $\text{Graff}(k, n)$ is a Zariski open dense subset in $\text{Gr}(k+1, n+1)$ and we must have $\mu_{k+1,n+1}(\text{Graff}(k, n)) = 1$. Therefore the restriction of $\mu_{k+1,n+1}$ to $\text{Graff}(k, n)$ gives us a uniform probability measure on $\text{Graff}(k, n)$. It has an interesting property: Suppose $k \leq l$ and $\text{Graff}(k, n)$, $\text{Graff}(l, n)$ are given their respective uniform probability measures. If we take two arbitrary affine subspaces of $\mathbb{R}^n$, $A + b$ of dimension $k$ and $B + c$ of dimension $l$, the probability that a randomly chosen $l$-dimensional affine subspace contains $A + b$ is equal to the probability that a randomly chosen $k$-dimensional affine subspace is contained in $B + c$.

**Proposition 6.1.** Let $k \leq l \leq n$. Let $A + b \in \text{Graff}(k, n)$ and $B + c \in \text{Graff}(l, n)$. The relative volume of $\Omega_+(A + b)$ in $\text{Graff}(l, n)$ and $\Omega_-(B + c)$ in $\text{Graff}(k, n)$ are identical. Furthermore, their common value does not depend on the choices of $A + b$ and $B + c$ but only on $h, l, n$ and is given by

$$\mu_{l+1,n+1}(\Omega_+(A + b)) = \mu_{k+1,n+1}(\Omega_-(B + c)) = \frac{(l + 1)! (n - k)! \prod_{j=l-k+1}^{l+1} \omega_j}{(n + 1)! (l - k)! \prod_{j=n-k+1}^{n+1} \omega_j}.$$

**Proof.** By Theorem 2.5(ii), we have

$$\text{Vol}(\text{Graff}(k, n)) = \text{Vol}(\text{Gr}(k + 1, n + 1)) = \left( \frac{n + 1}{k + 1} \right) \frac{\prod_{j=1}^{n+1} \omega_j}{(\prod_{j=1}^{k+1} \omega_j)(\prod_{j=1}^{n-k+1} \omega_j)}.$$

By Proposition 5.4, we have

$$\text{Vol}(\Omega_+(A + b)) = \text{Vol}(\text{Gr}(n - l, n - k)) = \left( \frac{n - k}{n - l} \right) \frac{\prod_{j=1}^{n-k} \omega_j}{(\prod_{j=1}^{n-l} \omega_j)(\prod_{j=1}^{l-k} \omega_j)},$$

$$\text{Vol}(\Omega_-(B + c)) = \text{Vol}(\text{Graff}(h, l)) = \left( \frac{l + 1}{k + 1} \right) \frac{\prod_{j=1}^{l+1} \omega_j}{(\prod_{j=1}^{k+1} \omega_j)(\prod_{j=1}^{l-k+1} \omega_j)}.$$
Divide $\text{Vol}(\Omega_+(A + b))$ and $\text{Vol}(\Omega_-(B + c))$ by $\text{Vol}(\text{Graff}(l, n))$ and $\text{Vol}(\text{Graff}(k, n))$ respectively to complete the proof.

In the following we will use projection coordinates on $\text{Graff}(n, k)$ as defined in Definition 3.4. By embedding Graff($k, n$) as a subset $X = j(\text{Graff}(k, n)) \subset \text{Gr}(k + 1, n + 1)$ as in Theorem 2.5(ii) and noting that $X$ is an open dense subset, we have that $\mu(X) = 1$ for any Borel probability measure $\mu$ on $\text{Gr}(k + 1, n + 1)$ (and that $\mu(X^c) = 0$). Hence Graff($k, n$) inherits any continuous probability distribution on $\text{Gr}(k + 1, n + 1)$, in particular the Langevin and Bingham distributions [12].

**Definition 6.2.** The Langevin distribution, also known as the von Mises–Fisher distribution, on Graff($k, n$) is given by the probability density function

$$f_L(P_{A+b} \mid S) := \frac{1}{\mathcal{I}_1(\frac{1}{2}(k + 1); \frac{1}{2}(n + 1); S)} \exp(\text{tr}(SP_{A+b}))$$

for any $A + b \in \text{Graff}(k, n)$. Here $S \in \mathbb{R}^{(n+1)\times(n+1)}$ is symmetric and $\mathcal{I}_1$ is the confluent hypergeometric function of the first kind of a matrix argument [32].

$\mathcal{I}_1(a; b; S)$ has well-known expressions as series and integrals and may be characterized via functional equations and recurrence relations. However, its explicit expression is unimportant for this article — the only thing to note is that it can be efficiently evaluated [32] for any $a, b \in \mathbb{C}$ and symmetric $S \in \mathbb{C}^{(n+1)\times(n+1)}$.

**Definition 6.3.** The Bingham distribution on Graff($k, n$) is given by the probability density function

$$f_B(P_{A+b} \mid S) := \frac{1}{Z(S)} \exp(\text{tr}(P_{A+b}SP_{A+b}))$$

for any $A + b \in \text{Graff}(k, n)$. Here $S \in \mathbb{R}^{(n+1)\times(n+1)}$ is a symmetric matrix and $Z(S)$ is an appropriate normalizing constant that depends only on $S$.

The lack of an explicit expression for $Z(S)$ would prevent the direct use of $f_B$ for certain purposes (e.g., maximum likelihood estimation) but there are well-known techniques to approximate $Z(S)$ (e.g., MCMC [18]) while other uses of $f_B$ (e.g., scoring functions [29]) avoids $Z(S)$ entirely.

Roughly speaking, the parameter $S \in \mathbb{R}^{(n+1)\times(n+1)}$ may be interpreted as a ‘mean direction’ and its eigendecomposition $S = VAV^T$ gives an ‘orientation’ $V \in O(n + 1)$ with ‘concentrations’ $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_{n+1})$. In some sense, the Langevin and Bingham distributions measure first- and second-order ‘spread’ on Graff($k, n$). If $S = 0$, then both distributions reduce to the uniform distribution but if $S$ is ‘large’ (i.e., $|\lambda_i|$’s are large), then the distributions concentrate about the orientation $V$.

In both cases, these distributions treat an affine subspace $A + b \in \text{Graff}(k, n)$ as a single object but there are occasions where it is desirable to distinguish between the linear subspace $A \in \text{Gr}(k, n)$ and the displacement vector $b \in \mathbb{R}^n$. We will next construct probability distributions on Graff($k, n$) by amalgamating different probability distributions on Gr($k, n$) and $\mathbb{R}^n$ (or rather, $\mathbb{R}^{n-k}$, as we will see).

In the following, we identify $\text{Gr}(k, n)$ and Graff$(k, n)$ with its projection affine coordinates, i.e., imposing equality in (2.6) and (2.7),

$$\text{Gr}(k, n) = \{P \in \mathbb{R}^{n\times n} : P^T = P^2 = P, \text{ tr}(P) = k\},$$

$$\text{Graff}(k, n) = \{[P, b] \in \mathbb{R}^{n\times(n+1)} : P \in \text{Gr}(k, n), Pb = 0\}.$$
\( \mathbb{R}^n : Pb = 0 \) = \( QE_{n-k} \cong \mathbb{R}^{n-k} \), where \( E_{n-k} := \text{span}\{e_1, \ldots, e_{n-k}\} \subset \mathbb{R}^{n+1} \). We may use any probability distribution on \( \text{ker}(P) \cong \mathbb{R}^{n-k} \) but for concreteness, a natural choice is the spherical Gaussian distribution with probability density \( f_G(x \mid \sigma^2) := (2\pi\sigma^2)^{-(n-k)/2} \exp(-\|x\|^2/2\sigma^2) \). The conditional density on \( \text{ker}(P) \) is then

\[
    f_G(b \mid P, \sigma^2) = \frac{1}{\sqrt{(2\pi\sigma^2)^{n-k}}} \exp \left( -\frac{\|b\|^2}{2\sigma^2} \right)
\]

for all \( b \in \text{ker}(P) \). Note that \( Q^Tb = \begin{bmatrix} b' \\ 0 \end{bmatrix} \) where \( b' \in \mathbb{R}^{n-k} \) and since \( \|b\| = \|Q^Tb\| = \|b'\| \), it is fine to have \( b \) instead of \( b' \) appearing on the RHS of (6.2).

**Definition 6.4.** The probability density function of the Langevin–Gaussian distribution on \( \text{Graff}(k, n) \) is \( f_{LG}(\|P, b\| \mid S, \sigma^2) := f_L(P \mid S)f_G(b \mid P, \sigma^2) \), i.e.,

\[
    f_{LG}(\|P, b\| \mid S, \sigma^2) = \frac{1}{\Gamma_{1}(\frac{1}{2}; \frac{1}{2}n; S)} \exp \left( \frac{\text{tr}(SP)}{\sigma^2} - \frac{\|b\|^2}{2\sigma^2} \right),
\]

where \( S \in \mathbb{R}^{n \times n} \) is symmetric, \( \sigma^2 > 0 \).

**Definition 6.5.** The probability density function of the Bingham–Gaussian distribution on \( \text{Graff}(k, n) \) is \( f_{BG}(\|P, b\| \mid S, \sigma^2) := f_B(P \mid S)f_G(b \mid P, \sigma^2) \), i.e.,

\[
    f_{BG}(\|P, b\| \mid S, \sigma^2) = \frac{1}{Z(S, \sigma^2)} \exp \left( \frac{\text{tr}(PSP)}{\sigma^2} - \frac{\|b\|^2}{2\sigma^2} \right),
\]

where \( S \in \mathbb{R}^{n \times n} \) is symmetric, \( \sigma^2 > 0 \), and \( Z(S, \sigma^2) \) is an appropriate normalizing constant that depends on \( S \) and \( \sigma^2 \).

### 7. Optimization on the affine Grassmannian

The embedding of \( \text{Graff}(k, n) \) as an open smooth submanifold of \( \text{Gr}(k + 1, n + 1) \) (by Proposition 2.2 and Theorem 2.5(ii)) allows us to borrow the Riemannian optimization framework on Grassmannians in [1, 2, 3, 15] to develop optimization algorithms on the affine Grassmannian. Moreover, we can show that the iterates of our algorithms will not fall outside \( \text{Graff}(k, n) \) with probability one, with respect to, say, any of the probability distributions in Section 6. We will present various geometric notions and algorithms on \( \text{Graff}(k, n) \) in terms of both orthogonal affine and projection affine coordinates. The higher dimensions required by the projection affine coordinates generally makes them less preferable to the orthogonal affine coordinates.

Propositions 7.1 and 7.2 are respectively summaries of [15] and [26] adapted for the affine Grassmannian. We refer readers to the original sources for the proofs.

**Proposition 7.1.** The following are basic differential geometric notions on \( \text{Graff}(k, n) \) expressed in Stiefel coordinates.

(i) **Tangent space:** The tangent space at \( A + b \in \text{Graff}(k, n) \) has representation

\[
    T_{A+b}(\text{Graff}(k, n)) = \{ \Delta \in \mathbb{R}^{(n+1) \times (k+1)} : Y_{A+b}^\top \Delta = 0 \}.
\]

(ii) **Exponential map:** The geodesic \( Y(t) \) with \( Y(0) = Y_{A+b} \) and \( \dot{Y}(0) = H \) in \( \text{Graff}(k, n) \) has expression

\[
    Y(t) = [Y_{A+b}V \begin{bmatrix} \cos(t\Sigma) \\ \sin(t\Sigma) \end{bmatrix} V^\top, \text{ where } H = U\Sigma V^\top \text{ is a condensed SVD.}
\]
(iii) Parallel transport: The parallel transport of $\Delta \in T_{A+b}(\text{Graff}(k,n))$ along the geodesic given by $H$ has expression

$$
\tau \Delta(t) = \left( [Y_{A+b}V U] \begin{bmatrix} \sin(t\Sigma) \\ \cos(t\Sigma) \end{bmatrix} U^T + (I - UU^T) \right) \Delta,
$$

where $H = U\Sigma V^T$ is a condensed SVD.

(iv) Gradient: Let $f : \mathbb{R}^{(n+1)\times(k+1)} \to \mathbb{R}$ satisfy $f(YQ) = f(Y)$ for every $Y$ with $Y^TY = I$ and $Q \in O(k+1)$. The gradient of $f$ at $Y = Y_{A+b}$ is

$$
\nabla f = f_Y - YY^T f_Y \in T_{A+b}(\text{Graff}(k,n)),
$$

where $f_Y \in \mathbb{R}^{(n+1)\times(k+1)}$ with $(f_Y)_{ij} = \frac{\partial f}{\partial y_{ij}}$.

(v) Hessian: Let $f$ be as in (iv). The Hessian of $f$ at $Y = Y_{A+b}$ is

(a) as bilinear form: $\nabla^2 f : T_{A+b}(\text{Graff}(k,n)) \times T_{A+b}(\text{Graff}(k,n)) \to \mathbb{R}$,

$$
\nabla^2 f(\Delta, \Delta') = f_{YY}(\Delta, \Delta') - \text{tr}(\Delta^T \Delta' Y^T f_Y),
$$

where $(f_{YY})_{ij,hl} = \frac{\partial^2 f}{\partial y_{ij} \partial y_{hl}}$ and $f_{YY}(\Delta, \Delta') = \sum_{i,j,h,l}(f_{YY})_{ij,hl} \delta_{ij} \delta'_{hl}$; or

(b) as linear map: $\nabla^2 f : T_{A+b}(\text{Graff}(k,n)) \to T_{A+b}(\text{Graff}(k,n))$,

$$
\nabla^2 f(\Delta) = \sum_{i,j,h,l=1}^{n+1, k+1, n+1, k+1} (f_{YY})_{ij,hl} \delta_{ij} E_{hl} - \Delta f^T Y,
$$

where $E_{hl} \in \mathbb{R}^{(n+1)\times(k+1)}$ has $(h,l)$th entry 1 and all other entries 0.

**Proposition 7.2.** The following are basic differential geometric notions on $\text{Graff}(k,n)$ expressed in projection coordinates. We write $[X, Y] = XY - YX$ for the commutator bracket and $\Lambda^2(\mathbb{R}^n)$ for the space of $n \times n$ skew symmetric matrices.

(i) Tangent space: The tangent space at $A + b \in \text{Graff}(k,n)$ has representation

$$
T_{A+b}(\text{Graff}(k,n)) = \{ [P_{A+b}, \Omega] \in \mathbb{R}^{(n+1)\times(n+1)} : \Omega \in \Lambda^2(\mathbb{R}^{n+1}) \}.
$$

(ii) Exponential map: Let $P = P_{A+b}$ and $\Theta \in \mathbb{R}^{(n+1)\times(n+1)}$ be such that $[[P, \Omega], P] = \Theta^T \begin{bmatrix} 0 & Z \\ -Z^T & 0 \end{bmatrix} \Theta$ and $P = \Theta^T \begin{bmatrix} I_{k+1} \end{bmatrix} \Theta$. The exponential map is given by

$$
\exp_{A+b}([P, \Omega]) = \frac{1}{2} I_{n+1} + \Theta^T \begin{bmatrix} \frac{1}{2} \cos(2\sqrt{Z^T Z}) & -\sin(2\sqrt{Z^T Z}) \\ Z^T \sin(2\sqrt{Z^T Z}) & -\frac{1}{2} \sin(2\sqrt{Z^T Z}) \end{bmatrix} \Theta.
$$

(iii) Gradient: Let $f : \mathbb{R}^{(n+1)\times(n+1)} \to \mathbb{R}$. The gradient of $f$ at $P = P_{A+b}$ is

$$
\nabla f = [P, [P, f_P]] \in T_{A+b}(\text{Graff}(k,n)),
$$

where $f_P \in \mathbb{R}^{(n+1)\times(n+1)}$ with $(f_P)_{ij} = \frac{\partial f}{\partial p_{ij}}$.

(iv) Hessian: Let $f$ and $f_P$ be as in (iii). The Hessian of $f$ at $P = P_{A+b}$ is

(a) as bilinear form: $\nabla^2 f : T_{A+b}(\text{Graff}(k,n)) \times T_{A+b}(\text{Graff}(k,n)) \to \mathbb{R}$,

$$
\nabla^2 f(\Delta, \Delta') = \text{tr}\left( ([P, P, \sum_{i,j,h,l}(f_{PP})_{ij,hl} \delta_{ij} E_{hl}] - \frac{1}{2} [P, [\nabla f, \Delta]] - \frac{1}{2} [\nabla f, [P, \Delta]] \right),
$$

where $(f_{PP})_{ij,hl} = \frac{\partial^2 f}{\partial p_{ij} \partial p_{hl}}$ and $E_{hl} \in \mathbb{R}^{(n+1)\times(n+1)}$ has $(h,l)$th entry 1 and all other entries 0; or

(b) as linear map: $\nabla^2 f : T_{A+b}(\text{Graff}(k,n)) \to T_{A+b}(\text{Graff}(k,n))$,

$$
\nabla^2 f(\Delta) = [P, [P, \sum_{i,j,h,l}(f_{PP})_{ij,hl} \delta_{ij} E_{hl}] - \frac{1}{2} [P, [\nabla f, \Delta]] - \frac{1}{2} [\nabla f, [P, \Delta]].
$$
Both forms of the Hessians are needed — they are used in different settings for computing descent direction in Newton’s method.

We now discuss the methods of steepest descent, Newton, and conjugate gradient on the affine Grassmannian. The steepest descent and Newton methods are given in both Stiefel coordinates (Algorithms 7.1 and 7.2) and projection coordinates (Algorithms 7.4 and 7.5) but conjugate gradient method is only given in Stiefel coordinates (Algorithm 7.3) as we do not have a closed form expression for parallel transport in projection coordinates.

We will rely on our embedding of Graff\((k, n)\) into Gr\((k + 1, n + 1)\) via Stiefel coordinates or projection coordinates as given by Propositions 3.2 and 3.5 respectively. We will then borrow the corresponding methods on the usual Grassmannian developed in [2, 15] in conjunction with Propositions 7.1 and 7.2.

There is one caveat: Algorithms 7.1–7.5 are formulated as infeasible methods. If we start from a point in Graff\((k, n)\), regarded as a subset of Gr\((k + 1, n + 1)\), the next iterate along the geodesic may become infeasible, i.e., fall outside Graff\((k, n)\). By Theorem 4.4, this will almost never happen but even if it does, the algorithms will still work fine as algorithms on Gr\((k + 1, n + 1)\).

If desired, we may undertake a more careful prediction–correction approach. Instead of having the points \(Y_{i+1}\) (in Stiefel coordinates) or \(P_{i+1}\) (in projection coordinates) be the next iterates, they will be ‘predictors’ of the next iterates. We will then use Lemmas 3.3 or 3.6 to check if \(Y_{i+1}\) or \(P_{i+1}\) are in Graff\((k, n)\). In the unlikely scenario when they do fall outside Graff\((k, n)\), e.g., if we have \(Y_{i+1} = [\begin{array}{c} a \\ b \\ c \\ d \\ e \end{array}]\) where \(ATb \neq 0\) or \(P_{i+1} = [\begin{array}{c} S \\ d \\ e \end{array}]\) where \(Sd \neq 0\), we will ‘correct’ the iterates to feasible points \(Y_{i+1}\) or \(P_{i+1}\) by an appropriate reorthogonalization.

Algorithm 7.1 Steepest descent in Stiefel coordinates

\[
\text{Initialize } A_0 + b_0 \in \text{Graff}(k, n) \text{ in Stiefel coordinates } Y_0 := Y_{A_0 + b_0} \in \mathbb{R}^{(n+1) \times (k+1)}.
\]

\[
\text{for } i = 0, 1, \ldots \text{ do}
\]

\[
\quad \text{set } G_i = f_Y(Y_i) - Y_iY_i^Tf_Y(Y_i);
\]

\[
\quad \text{compute } -G_i = U\Sigma V^T; \quad \triangleright \text{ gradient of } f \text{ at } Y_i
\]

\[
\quad \text{minimize } f(Y(t)) = f(Y_i V \cos(t\Sigma)V^T + U \sin(t\Sigma)V^T) \text{ over } t \in \mathbb{R}; \quad \triangleright \text{ exact line search}
\]

\[
\quad \text{set } Y_{i+1} = Y(t_{\text{min}});
\]

\[
\text{end for}
\]

Algorithm 7.2 Newton’s method in Stiefel coordinates

\[
\text{Initialize } A_0 + b_0 \in \text{Graff}(k, n) \text{ in Stiefel coordinates } Y_0 := Y_{A_0 + b_0} \in \mathbb{R}^{(n+1) \times (k+1)}.
\]

\[
\text{for } i = 0, 1, \ldots \text{ do}
\]

\[
\quad \text{set } G_i = f_Y(Y_i) - Y_iY_i^Tf_Y(Y_i);
\]

\[
\quad \text{find } \Delta \text{ such that } Y_i^T\Delta = 0 \text{ and } \nabla^2 f(\Delta) - \Delta(Y_i^Tf_Y(Y_i)) = -G; \quad \triangleright \text{ gradient of } f \text{ at } Y_i
\]

\[
\quad \text{compute } \Delta = U\Sigma V^T; \quad \triangleright \text{ condensed SVD}
\]

\[
\quad Y_{i+1} = Y_i V \cos(t\Sigma)V^T + U \sin(t\Sigma)V^T; \quad \triangleright \text{ arbitrary step size } t
\]

\[
\text{end for}
\]

8. Conclusion

We introduced the affine Grassmannian, studied its algebraic and differential geometric properties, developed concrete systems of global coordinates, computable distances and metrics, natural families of probability densities, and standard local optimization algorithms on Graff\((k, n)\). Our

\(^6\)Occurs with probability zero when the problem has noise-free initial data and the algorithms are performed in exact arithmetic.
Algorithm 7.3 Conjugate gradient in Stiefel coordinates

Initialize $A_0 + b_0 \in \text{Graff}(k, n)$ in Stiefel coordinates $Y_0 := Y_{A_0+b_0} \in \mathbb{R}^{(n+1)\times(k+1)}$.
Set $G_0 = f_Y(Y_0) - Y_0 f_Y^T(Y_0)$ and $H_0 = -G_0$.

for $i = 0, 1, \ldots$ do

\begin{itemize}
  \item compute $H_i = U \Sigma V^T$; \hfill \triangleright \text{condensed svd}
  \item minimize $f(Y(t)) = f(Y_i V \cos(t \Sigma) V^T + U \sin(t \Sigma) V^T)$ over $t \in \mathbb{R}$; \hfill \triangleright \text{exact line search}
  \item set $Y_{i+1} = Y(t_{\min})$;
  \item set $G_{i+1} = f_Y(Y_{i+1}) - Y_{i+1} f_Y^T(Y_{i+1})$; \hfill \triangleright \text{gradient of } f \text{ at } Y_{i+1}
  \item procedure \textsc{descent}($Y_i, G_i, H_i$)
    \begin{itemize}
      \item $\tau H_i = (-Y_i V \sin(t_{\min} \Sigma) + U \cos(t_{\min} \Sigma)) \Sigma V^T$;
      \item $\tau G_i = G_i - (Y_i V \sin(t_{\min} \Sigma) + U(I - \cos(t_{\min} \Sigma))) U^T G_i$;
      \item $\gamma_i = \text{tr}((G_{i+1} - \tau G_i)^T G_{i+1})/\text{tr}(G_i^T G_i)$;
      \item $H_{i+1} = -G_{i+1} + \gamma_i \tau H_i$;
    \end{itemize}
  \item end procedure
  \item reset $H_{i+1} = -G_{i+1}$ if $i + 1 \equiv 0 \mod (k+1)(n-k)$;
\end{itemize}
end for

Algorithm 7.4 Steepest descent in projection coordinates

Initialize $A_0 + b_0 \in \text{Graff}(k, n)$ in projection coordinates $P_0 := P_{A_0+b_0} \in \mathbb{R}^{(n+1)\times(n+1)}$.

for $i = 0, 1, \ldots$ do

\begin{itemize}
  \item set $\nabla f(P_i) = [P_i, [P_i, f_P(P_i)]]$;
  \item find $\Theta_i \in \mathbb{R}^{(n+1)\times(n+1)}$ and $t > 0$ so that $P_i = \Theta_i^T [I_{k+1} \ 0] \Theta_i$ and $-t \nabla f(P_i) = [-Z \ 0]$;
  \item set $P_{i+1} = \frac{1}{2} I_{n+1} + \Theta_i^T \left[ \frac{1}{2} \cos(2\sqrt{Z^T}) \right]^T - \sin(2\sqrt{Z^T}) \left[ \frac{1}{2} \sin(2\sqrt{Z^T}) \right]^T \Theta_i$;
\end{itemize}
end for

Algorithm 7.5 Newton’s method in projection coordinates

Initialize $A_0 + b_0 \in \text{Graff}(k, n)$ in projection coordinates $P_0 := P_{A_0+b_0} \in \mathbb{R}^{(n+1)\times(n+1)}$.

for $i = 0, 1, \ldots$ do

\begin{itemize}
  \item find $\Omega_i \in \mathbb{R}^{(n+1)\times(n+1)}$ such that
    \[ [P_i, [P_i, \nabla^2 f([P_i, P_i, \Omega_i])] - [P_i, \nabla f(P_i), [P_i, \Omega_i]] = -[P_i, [P_i, \nabla f(P_i)]]; \]
  \item find $\Theta_i \in \text{SO}(n+1)$ such that $P_i = \Theta_i^T [I_{k+1} \ 0] \Theta_i$; \hfill \triangleright \text{QR factorization}
  \item compute $\Theta_i(i - [P_i, [P_i, t_{\Omega_i}]] \Theta_i^{-1}) \Theta_i^T = Q_i R_i$; \hfill \triangleright \text{QR factorization with positive diagonal in } R_i
  \item set $P_{i+1} = \Theta_i^T Q_i \Theta_i P_i \Theta_i^T Q_i^T \Theta_i$;
\end{itemize}
end for

goal is to lay the foundations for its systematic use in statistics and machine learning, where estimation problems may be formulated as optimization problems on $\text{Graff}(k, n)$.
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