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Learning is the gateway to
understanding the brain and to
making intelligent machines

Problem of learning is a focus
for

o modern math

o computer science

0 heuroscience



Learning from data: today and tomorrow

Two msgs in my talk:

= Learning theory: it works (a couple of applications)

= The brain may teach us how to improve on it,
example of vision



First message

Supervised| learning; a couple of applications



Learning from examples: goal Is not to
memorize but to generalize, eg predict.

— —
—

INPUT =—— —) OUTPUT
—
— —

Given a set of /examples (data)

Question: find function 7 such that

IS a good predictorof y for a fufureinput x (fitting the data /s not
enoughy);
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The problem af learning 15 arguably af the
very core of the problem of mielligence,
bath bologieal and artyficwal,

INTRODUCTION

(1) A main theme of this report is t]lL 1EL1t1|:|11*:.111p of approximation to learning and
the primary role of sampling (indue ey to emphasize relations
of the theory of learning @o the mainstream uf ]11:1’[]1(."]11:1’[1:'.‘*1 - particnlar, there
are large roles for probability theory, ' as least squares, and for
tools and ideas trom linear algebra and linear analvsis, An advantage of doing this
12 that communication i= facilitated and the power of core mathematies 1= more
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{ ZV(f(x) y)+A HfH } implies

f ()= K (XX)

Equation includes Regularization Networks (special cases
are splines, Radial Basis Functions and Support Vector
Machines). Function is nonlinear and general approximator.
When V is the square loss, the ¢ are given by

For a review, see Poggio and Smale, The Mathematics of Learning,
Notices of the AMS, 2003



Many different V lead to the same solution...

f ()= GK(XX)

..and can be “written” as SRl
the same type of network..where the

value of K corresponds to the "activity”

of the “unit” and the correspond to

(synaptic) “weights”



Bioinformatics
Artificial Markets
Object identification
I'mage analysis
Graphics

Text Classification
Object categorization



One recent application of learning:
using a classifier to read-out
the code in IT cortex

Fast Readout of Object Identity from Macaque Inferior temporal Cortex,
Science, Nov 4, 2005



http://cbcl.mit.edu/projects/cbcl/publications/ps/ReadOut.pdf

| ==Pp-Neuronal pattern
o ‘l' Real-time

Amplify / filter

= Predicted
object percept: &

accuracy

Perceived / reported object

Microstimulation
. pattern

Reliability

microstimulator

Adapted from Motter and Moucas!le1 91 0 bject pe rce pt : L




The end station of the ventral stream
in visual cortex is IT

Categorical judgments,
decision making

Simple visual forms,
edges, comners
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faces, obiects

To spinal cord
g T3 finger muscle . e 160=-220 ms
180=-260 ms




(7 objects 8 classes
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time — 100 ms{100 ms

» 77 visual objects
* 10 presentation repetitions per object
 presentation order randomized and counter-balanced
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Training a classifier on neuronal activity.

— —
—

INPUT =—— —) OUTPUT
—
— —

From a set of datia (vectors of activity of nineurons (x) and object label (y)

(X0, Y2 (X5, Y2 ) v (X0 ¥,)

Find (by training) a classifier eg a function 7such that g (X) = §

IS a good| predicior of: object label y for a fuiure neuronal activity x



Population activity

| ||| || |neuron1
| | | neuron 2
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Learning
from (x,y)
pairs

cat/dog

human face

toys
food

monkey face

. white box contours
. hand/body
. vehicles

\Categbiization, 8 }

8 groups




100 % -

50 % A

Classification performance

chance (1/8)

A > - 0 % = T ' j .
[100-300 ms] interval 1 4 16 64 256

Number of sites

50 ms bin size




IT representation is invariant to changes in
position and size

Classification
performance

Size: 3.4% 3.4 1.7 687 3.4" 3.4°
Position: center center center center 2°horz. 4°horz.

TRAIN [T [T | [T | @] e o]
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Bioinformatics
Artificial Markets
Object identification
I'mage analysis
Graphics

Text Classification
Object categorization
Decoding neural code

CIMAT, XXV, 2005



~10 years ago: RLSC or SVM works well for
image recoghition

o Scanning in X,y and
scale

Preprocessing with
overcomplete
dictionary of Haar
wavelets

!

TRAINING

SVM Classifier «—

l Sung, Poggio 1994; Papageorgiou and Poggio,
1998; also LeCun, Kanade, Schneiderman et al...



Example: a pedestrian detection system
(Mercedes) now about to become a product





More recentily...
i1 fiurns out the brain may teach us
about a befitier architectiure
ati least for object recognition

and computer vision...



A theory
of the ventral stream of visual cortex

Categorical judgments,
decision making

e To spinal cord
16 0=22H0 Ms




Theory supported by data in V1, V4, IT; works as well as the best computer vision; mimics human

performance Model Corresponding RF sizes
ayers  brain area
(tentative)

Prefrontal
Cortex

=
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dorsalstream | ventral stream
‘where' pathway I 'what' pathway

() simple cells

.} Complex cells

— Tuning — Main routes
=== MAX Bypass routes

Number
units

1.0

15

25

25

T4

1.0

28

1.0

12

1.6

10°

10°

10%
10°
104
107
108
107
104

108

~ 5,000 Y
subunits

~100
subunits

~100
subunits

~10
subunits Y

Supervised
task-dependent learning

Unsupervised
task-independent leaming

-

increase in complexity (number of subunits),

RF size and invariance



Gradual Build-up

S4

(1) Selectivity (AND-like):
Gaussian-like function for tuning

c3

and specificity

C2b

(2) Tolerance (OR-like):
Maximum-like operation for
invariance over positions and

53

S2b

cz2

scales
52

c1

51

(O simple celis

e :: Complex cells
= o
— Tuning  —— Main routes [aky %
-= Softmax J




2 operations
(max for S type units; Gaussian for C type unit)
on the neighborhood of afferents

y — max )(i _ Spatrsification (OR-like)
leN
Ll Lifting to higher-dimensional
s ifting to higher-dimensiona
y — S 20 _ feature space (AND-like)

where xeN y




> Task-specific circuits
(from IT to PFC)

Q Supervised learning: ~ Gaussian
RBF

> Generic dictionary of shape
components (from V1 to IT)

0 Unsupervised learning during a
developmental-like stage




A list of model predictions which agree with data

MAX in V1 and V4
Differential role of IT and PFC in categ.

Face inversion effect

IT read out data

Tuning and invariance properties Of VTUs in AIT
Average “average effect” in IT

Tow-spot reverse correlation in V1

Tuning for boundary conformation

Tuning for Gratings in V4

Tuning for two-bar stimuli in V4

Tuning to Cartesian and non-Cartesian gratings in V4
Two-spot interaction in V4

in V4



The model fits many physiological data,
predicts several new ones...

recently it provided a surprise (for us)...

...when we compared its performance with
human vision
(Thomas Serre with Aude Oliva)
on rapid categorization of complex natural images



Rapid categorization task

Animal present

~ 2
« Ornot:

'S



i

Close-body Medium-body  Far-body

Animals

Natural
distractors

(Torralba & Oliva, 2003; Oliva & Torralba, in press)



The model predicts human pertf.

Model 82%
VS.
humans 80%

Performance (d')

2.6 ]

2.2

1.8 |

1.4 ]

1.0 -

0.6 -

0.2

human
observers
(n = 24)

Head Close-body  Medium-body Far-body

(Serre, Oliva and Poggio, in sub)



Detailed comparison

» For each individual image

» How many times image classified as animal:
Q For humans: across subjects
a For model: across 20 runs

Mod: 100% Hum: 96%
» Heads: p=0.71

» Close-body: p=0.84
» Medium-body: p=0.71
> Far-body: p=0.60




Some hits Some misses

Mod: 100% Hum: 96% Mod: 91% Hum:83% Mod: 22% Hum: 21% Mod: 0% Hum:21%

MUd 100% Hum:91% Mod: 33% Hum:21% Mod: 0% Hum:29%

s __ A Wu




» The model can:

0 predict the tuning of neurons in several
cortical areas

a perform surprisingly well in complex
categorization tasks, near human
performance



..another surprise...

.. was that it works as well as the best machine vision
systems...

36



Comparison with other Al systems

Datasets Al systems || Model
(CalTech)  Leaves [Weber et al., 2000b] 84.0 97.0
(CalTech)  Cars [Fergus et al., 2003] 84.8 99.7
(CalTech)  Faces [Fergus et al., 2003] 96.4 98.2
(CalTech)  Airplanes [Fergus et al., 2003] 94.0 96.7
(CalTech)  Motorcycles [Fergus et al., 2003] 95.0 98.0
(MIT-CBCL) Faces [Heisele et al., 2002] 90.4 95.9
(MIT-CBCL) Cars [Leung, 2004] 75.4 95.1

(Serre, Wolf & Poggio, 2005; Serre, Wolf, Bileschi, Riesenhuber & Poggio, to appear)



Since the workshop is on
Massive Datasets...
..here is a more difficult computer vision application
..on which the model of visual cortex does well

38



Scene Understanding

Probably
Hanging Out

Watch Out!



The StreetScenes Database
(available on the Web)

s
i

3,547 Images, all taken with the same camera, of the same type of scene, and
hand labeled with the same objects, using the same labeling rules.

# Labeled SYACLS) 1449 209 5067 | 4932 3400 2562
Examples

Database




StreetScenes Database. Subjective Results

Results



The end...

....with more details on the brain if you want to ask
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