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Abstract

This paper concerns the reconstruction of the absorption and scattering
parameters in a time-dependent linear transport equation from full knowledge
of the albedo operator at the boundary of a bounded domain of interest. We
present optimal stability results on the reconstruction of the absorption and
scattering parameters for a given error in the measured albedo operator.

1 Introduction

Inverse transport theory has many applications in e.g. medical and geophysical
imaging. It consists of reconstructing optical parameters in a domain of interest from
measurements of the transport solution at the boundary of that domain. The optical
parameters are the total absorption (extinction) parameter o(z) and the scattering
parameter k(x,v’,v), which measures the probability of a particle at position x to
scatter from direction v’ to direction v.

The domain of interest is probed as follows. A known flux of particles enters
the domain and the flux of outgoing particles is measured at the domain’s boundary.
Several inverse theories may then be envisioned based on available data. The least
favorable situation is when the density of outgoing particles is angularly averaged,
which means that only the spatial density of particles may be estimated and not the
phase space (space and direction) density. Angular averaging may be necessitated
by equipment cost, time of acquisition of the measurements, or low particle counts.
For uniqueness and stability results in this setting, we refer the reader e.g. to Bal
and Jollivet [BJ2], Bal et al. [BLM], and Langmore [L].

A much more favorable situation is when the density of outgoing particles is
angularly resolved. We may then be able to sample the outgoing distribution of
particles as a function of time if sufficiently accurate equipment is available. In
many setting however, only time independent measurements are feasible.

The uniqueness of the reconstruction of the optical parameters from knowl-
edge of angularly resolved measurements both in the time-dependent and time-
independent settings was proved in Choulli and Stefanov [CS1, CS2]. We also refer
the reader to Stefanov [S] for a review of uniqueness results in inverse transport the-
ory. Stability in the time-independent case has been analyzed in dimension d = 2, 3
under smallness assumptions for both optical parameters by Romanov [R1, R2] and
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in dimension d = 2 under smallness assumption for the scattering parameter by Ste-
fanov and Uhlmann [SU]. Partial results on the stability of the reconstruction in the
time-independent setting in dimension d = 3 were obtained in Wang [W] without
smallness assumptions. Complete stability results in the time-independent case in
dimension d > 3 were obtained by the authors in [BJ1]. The present paper proves
stability results for the time-dependent inverse transport problem. We restrict our-
selves to the case of elastic scattering, where the velocity space may be modeled by
the unit sphere S%~!. Optimal results on the stability of the optical parameters are
obtained in all dimensions d > 2.

The rest of the paper is structured as follows. Section 2 recalls useful results
on the time-dependent linear transport equation. The main stability results of this
paper are stated in section 3. They are based on a decomposition of the albedo
operator used in [CS1] and recalled in section 3.2. Useful regularity results on the
decomposition are stated in Proposition 3.2 and proved in section 4. Our first
stability result is stated in Theorem 3.1. It shows how the Radon transform of
the absorption parameter and a weighted L' norm of the scattering coefficient may
be stably reconstructed from knowledge of the albedo operator. Under additional
regularity assumptions, Theorem 3.2 shows the stability of the reconstruction of
both optical parameters. Both stability results are proved in section 5.

2 The forward problem

In this section we introduce some notation and recall known facts about the well-
posedness of the forward transport problem.

2.1 The linear Boltzmann transport equation

Let X be a bounded open subset of R? d > 2, with a C' boundary 0X. We
denote the diameter of X by diam(X) (diam(X) := sup, ez [* — y[). Let v(x)
denote the outward normal unit vector to 90X at x € 9X. Let 'y = {(x,v) €
0X x S¥1 | *v(x)v > 0}. For (z,v) € X x S¥ ! we define 74 (z,v) and 7(x,v) by
T+ (x,v) ;== inf{s € (0,+00) | z £ sv &€ X} and 7(x,v) := 7_(z,v) + 71 (2, v).

Consider 0 : X x S%! — R and k : X x S x S! — R two nonnegative
measurable functions. We assume that (o, k) is admissible when

0<oeLo(X xS,
0 < k(x,v,.) € LY(S¥ 1) ae. (z,0) € X x S!

op(x, ) = / k(x,v',v)dv belongs to L=(X x S*1).

§d—1

(2.1)

Let T > n > 0. We consider the following linear Boltzmann transport equation
with boundary conditions

%(t,x,v)—l—vvgcu(t,x,v)—i—a(x,v)u(t,x,v) :/ k(z, v, v)u(t,z, v )dv', (t,z,v) € (0,T)x X xS,
gd—1
(2.2)

U|(0,T)xT"— (tv Z, U) - ¢(t7 T, U)J
u(0,2,v) =0, (z,v) € X x S,
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where ¢ € L'((0,T), LY(T_, d¢)) and suppg C [0, 7].

We assume here that scattering is elastic, which implies that the speed of the
particles is preserved by scattering while only the direction of propagation may
change. Elastic scattering is a good approximation in many applications in medical
and geophysical imaging. Our results are stated for a (normalized) velocity space
equal to the unit sphere S?'. Generalizations to other velocity spaces may be

obtained as in e.g. [BJ2] and [CS1, CS2].

2.2 Semigroups and unbounded operators

We introduce the following space

Z = {fe "X xS | vV.f € L}NX x ST}, (2.3)
Ifllz = HfHLl(Xde—l) + vaszLl(Xde—l); (2.4)
where vV, is understood in the distributional sense. B
It is known [C1, C2] that the trace map S_ from C1(X x S%1) to C(I'_) defined
by
B-(f) = fir_ (2.5)

extends to a continuous operator from Z onto LY(T'_, 7, (z,v)d¢(x,v)) and admits a
continuous lifting. Note that L'(T'_, d¢) is a subset of the space L*(T'_, 7, (z, v)dé(x, v)).

We introduce the following notation
Alf = _Ufa A2f = k($7 U/,U)f(fﬂ, v/)dvl' (26)
Sd—1

As (o, k) is admissible, the operators A; and A, are bounded operators in L'(X X
Sdil).
Consider the following unbounded operators

Tlf == —vaf + Alf, D(Tl) - {f S Z | f|F_ = 0}, (27)
Tf=Tf+Af, D(T) = D(Th). (2.8)

The unbounded operators T} and T are generators of strongly continuous semigroups
U.(t) and U(t), respectively, in L}(X x ST!) (see e.g. [DL, Proposition 2 p.226]).
In addition, U;(t) and U(t) preserve the cone of positive functions and U; (¢) is given
explicitly by the following formula

Ui(t)f =e Js ole=svn)ds £ (0 ty 0)0(x, x — tv), for a.e. (z,v) € X x ST, (2.9)

for f € L'(X x S71), where

_ Jlifz+p(y—x) e X forall p e (0,1],
0(z,y) = { 0 otherwise, (2.10)
for (z,y) € R? x R%.
We will use the Duhamel formula
U(r')y = Uy (r") —i—/ Ui(r' — §")AyU(s")ds', for v > 0. (2.11)
0



2.3 Trace results

We introduce the following space

W = {u € L'((0,T) x X x S¥71) | (% + uvx> uwe LN(0,T) x X x S‘H)}, (2.12)

; (2.13)
L1((0,T)x X xSd—1)

0
Jullw = Hu||L1((0,T)><X><Sd*1) + H (E + va) U

where % and vV, are understood in the distributional sense.

It is known [C1, C2] that the trace map y_ (respectively ;) from C*([0,T7] x
X xS41) to C(X xS 1) x C((0,T)xT_) (respectively C(X xS 1) x C((0,T)xT;))
defined by

Y-() = (¥(0,.),¥0,r)xr_) (respectively v, (¢) = (U(T,.), Yo~y )  (2.14)

extends to a continuous operator from W onto LY(X xS%~1 7, (x, v)dxdv)x L*((0, T) x
I, min(T—t, 7 (z.v))dtdé(x,v)) (respectively LY (X xS, 7 (2, v)dzdv)x L*((0, T) x
F+7

min(t, 7_(z,v))dtdé(x,v))). In addition 4 admits a continuous lifting. Note that
LY(X x S%71) is a subset of LY(X x S* !, 7, (z,v)dzdv). Note also that L'((0,7) x
[, dtd€) (vespectively L'((0,T) x Ty, dtd¢€)) is a subset of L'((0,7) x I'_, min(T —
t, 7y (z.v))dtdé(z,v)) (respectively L'((0,T) x 'y, min(¢, 7_(x,v))dtdé(x, v))).

We now introduce the space
Wi={ueW/| vy (u) € L"X x S"1) x L'((0,T) x I'_, dtd¢)}. (2.15)

We recall the following trace results (see [C1, C2] in a more general setting).

Lemma 2.1. The following equality is valid
W={ueW|yi(u) € L"(X xS x L*((0,T) x Ty, dtd§)}. (2.16)
In addition the trace maps

e W — LNX x ST x LY((0,T) x Ty, dtd€)

are continuous, onto, and admit continuous liftings. (2.17)

2.4 Solution to equation (2.2)

For any r > 0, we identify the space L*((0,r), L}(T'x, d¢)) with the space L'((0,r) x
[y, dtd¢), and we extend any function ¢ € L'((0,r), LY(T_,d€)) by 0 on R\(0,r
(the extension is still denoted by ¢).

Let ¢ € L'Y((0,n), LY(T_,d¢)). We extend ¢ by 0 outside (0,7). Then we
consider the lifting G_(t)¢ € W of (0, ¢) defined by

G_()p(x,v) = e o oy (4 (o) w7 (2, 0)0,0),  (2.18)



for (t,z,v) € (0,T) x X x S¥1. Note that G_(.)¢ is a solution in the distributional
sense of the equation (2 + vV, )u+ou=01in (0,7) x X x S and

1G-()ollw < (I+lolloo) |G- ()l L1 0.1y x x xs3-1) < (Lo llo0) Tl D=l 1 (00 xT— )

(2.19)
To prove the latter statements, one can use the change of variables given by Lemma
4.1. From (2.19) we obtain that the map i : L'((0,n), L}(T'_, d¢)) — W defined by

i(¢) = G-(.)¢, ¢ € L'((0,n), L'(T-, dg)), (2.20)

1s continuous.

The following result holds (see [DL, Theorem 3 p. 229]).

Lemma 2.2. The equation (2.2) admits a unique solution u in W which is

given by
t

u(t) = G_()¢ + /0 U(t — $)A,G_(s)ods. (2.21)

where U(t) is the strongly continuous semigroup in L*(X x S 1) introduced in sec-
tion 2.2.

From (2.20), Lemma 2.2 and (2.17), we obtain the existence of the albedo
operator.

Lemma 2.3. The albedo operator A given by the formula
A¢ = wor)xr,, for ¢ € L'((0,m), L' (T, d€)) where u is given by (2.21), (2.22)

is well-defined and is a bounded operator from L*((0,n), L*(T'_,d¢)) to L*((0,T), L}(T, d£)).

3 Stability results for the inverse problem

3.1 Recall of uniqueness results

Choulli-Stefanov [CS1] studied the uniqueness of the reconstruction of (o, k) from
the albedo operator by analyzing the distributional kernel of that operator. They
considered the following problem

@(t,m,v)—i—vvmu(t,x,v)—i—a(x,v)u(t,x,v) = / k(x, o' v)u(t, z,v")dv', (t,z,v) € Rx XXV,

ot i
(3.1)

U|R><F7 (t7 x, U) - (b(ta z, U)u

Ut = 07

for p € L (R, LY(T_,d§)), where V is an open subset of R?, d > 2. The albedo

comp

operator is defined as an operator from L, (R, L'(I'_, d¢)) to Lj, (R, L' (T4, df)).
They proved, in particular, that the albedo operator uniquely determines the ab-
sorption and scattering coefficient (o, k) provided that o is a function of x and |v|
only. It is straightforward from the proof of this result (see [CS1, Theorem 5.1,

Propositions 5.1 and 5.2]) that the following result holds.
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Proposition 3.1. Assume that (o, k) are admissible and o(x,v) = f(x, |v|) for
some real function f. Let T >mn > 0. Then the following statements are valid:

i if T > diam(X) then the albedo operator
A LY(0,n), LNT_,d¢)) — LY(0,T), LN (T, d€)) uniquely determines o,

it if T > 2diam(X) then the albedo operator
A LY(0,n), LNT_, d€)) — LY((0,T), LY (T, d€)) uniquely determines (o, k),

In this paper we analyze the stability of the reconstruction of (o, k) from the
albedo operator. Our study is also based on the distributional kernel of the albedo
operator. In a first stage, we do not assume that o(z,v) = f(z,|v|) for some real
function f.

3.2 Decomposition of the albedo operator

Consider the distributional kernels

T_(z,v)

ar(1,z,v, 2" v') =e” Jo~

TG, (V)G s (0 ()07 — T (2,0)),  (3.2)

T (x’v) 7_(z—sv,v
ag(T, 0,2 0" = / e~ Jo o(z—pv,v)ds— [, ( ' o(a—tv—pv/ o')dp (3.3)
0
Xk?(:(] — SV, Ula v)(sx—sv—'r,(x—sv,v’)v’(l’/)é(T — 85— T_ (l’ — SV, v'))ds,

forae (7,2,v,2',v") € RxI'; xI'_ and where we have defined [y, f1(v")d,(v")dv’

f1(©), Jox mo( ') fo(a)dp(x') = fo(x) and [ 6(r —s) fs(r)d7 = f3(s) for (v, g, )g
S x 90X x R and for (fi, fo, f3) € C(S* 1) x C(0X) x C(R).

We consider the usual decomposition of the albedo operator as a sum of three
terms: the ballistic part (whose distributional kernel is given by a4), the single scat-
tering part (whose distributional kernel is given by as) and the multiple scattering
(whose distributional kernel is denoted by «3). Using [CS1, Theorem 5.1], we know
that |v(z')v'|taz € L=®(T_, LL (R, LY(T'y,d€))). The following Proposition 3.2 im-

proves on the latter statement provided that k € L>°(X x S x S°1). The result
will be used in the proof of Theorem 3.1.

Proposition 3.2. Assume d > 2 and (0, k) admissible. Assume that k € L>(X X
S41 x S41). Then

A(9)(t,x,v) := / (a1 4+ ag + a3)(t =t/ v, 2" V), 2! 0 )dt du(2)do',  (3.4)
(0,m)xT—

for a.e. (t,x,v) € (0,T) x I'y and for any continuous and compactly supported
function ¢ on (0,n) x T'_, where

(2| tasz € L(T_, LP((—n,T), LP(T'y, d€))), forany 1l <p< % (3.5)

Proposition 3.2 is proved in section 4.



3.3 First stability result

Now we assume that X is a bounded open convex subset of R?, d > 2, with C*
boundary and that

the function 0 < ¢ is continuous and bounded on X x S,

the function 0 < k is continuous and bounded on X x S%1! x §¢-1. (3.6)

Let (&, l;:) be a pair of absorption and scattering coefficients that also satisfy
(3.6). Let A be the albedo operator from L'((0,7), L*(T'_, d¢)) to L*((0,T), LY(I'y, d¢))
related to (7, k).

For (z,v,s,w) € Ty x R x $471 0 < s < 7¢(z,v), let Ex(x,v,5,w) > 0 be
defined by

s T (zFsv,w)
E(z,v,s,w) =exp (—/ o(x Fpv,v)ds — / o(x F sv F pw, w)dp).
0 0

(3.7)
Replacing ¢ by  in (3.7) we define Ex(x,v,s,w) similarly for (z,v,s,w) € I'y x
R x S0 < s < 7(z,0).
Let (z,vp) € T_. For e; > 0 and g9 > 0, let f., € C(T'_) and g., € C*(R) be
such that

fer 20, suppfe, C{(z/,v") € T_ | |z — ap| + [v —vg| < 1}, (3.8)
/ fe, (2, 0)dE(2! ") = 1,
r_

+oo
ge, > 0, suppg., C (0, min(n, &3)), / ge, (1)dt = 1. (3.9)
0

Consider the function ¢, ., € C'(R x I'_) defined by

¢€1762 (t/’ lj? U/) = Ye, (t/)f€1 (xlv U,)v (310)

for ¢ € (0,+00) and (z’,v") € I'_. Note that supp¢., ., C (0,77) x I'_ (see (3.9)).
From (3.8) and (3.9) it follows that |v(z')v'|¢e, ¢, is a smooth approximation of the
delta function on R x T'_ at (0, zy,vp) as e — 07 and g5 — 0.

Let ¢ be any compactly supported continuous function on (0,7") x I'y. such that
||loo < 1. First we note that upon using the estimate [|1)]|o < 1 and the equality
f(o,n)xr, Gey 25 (t, T, v)dtdE(x,v) = 1 we obtain that

\ [t o) (4= A) bt oldtdo)| < 4= Do lon e
(0,T)xT"y

< A=Ay, (3.11)
where [|. [ == [|-l e om.prws g, Lrom) 11(r s de)-

In addition, it follows from (3.4)—(3.5) that for any compactly supported con-
tinuous function ¢ on (0,7") x I';, we have

/ b(t,z,v) (A - [1) G, o, (t, 2, 0)dtdE (2, 0) = L (1, €1, 22)+ I (0, €1, £2)+ I3 (1, €1, £3),
(0,7)xI+ (3 12)



where

T
T_(z,v) T_(z,v) _
I (¢7 €1, 52) _ / / 6_ Jo o(z—sv,v)ds e~ Io a(x—sv,v)ds>
Ly

XY(t, T, 0)Pey o0 ( (x,v),z —7_(x,v)v,0)d(z,v)dt (3.13)
wv)
L(,e1,e9) = / Y(t, z,v) / / E_(z,v,s,v)k(x — sv,v',v)
F+ Sd-1

—E_(z,v,s,0")k(x — sv,v, v)) ey en(t — 5 — 7— (2 — s0,0"),
x—sv—T1_(x— sv,0" )0 v )dsdv'd§(x, v)dt (3.14)
1

[I3(¢),€1,62)| < O(/OT/_ |¢(t,x,v)|p/d§(x,v)dt>p/, (3.15)

where C'is a constant that does not depend on &1, g9 (for (3.15) we also used Holder
inequality and the equality ||¢c, |21 ((0),21 (1 ae)) = 1)-

Using (3.8)-(3.10), (3.6), we obtain the following preparatory Lemma 3.1.

Lemma 3.1. Assume that X is convex and that (o, k) and (&, k) both satisfy (3.6).
Then the following statements are valid:

i. if T > diam(X) then

lim  lm I (¢, e1,82) = (1o (2, vp), 4 + T4 (2, V) V6, Vy) (3.16)

ga—0t e1—0t

Y

! I/ 2
X (e—.fJ““O”O) olaprsvhut)ds _ o= fo 0 alap s, v0>ds)

for any compactly supported and continuous function 1 on (0,T) x T'y;
ii. if T > 2diam(X) then
lim  lim Lh(y,e1,e0) = I () + I5(1), (3.17)

e9—0t g1 =0t

for any compactly supported and continuous function 1 on (0,T) x 'y, where

T (24,00)
/ / / / / /
/ / V(s + 7y (zg + svg, v), xy + svj + 74 (zg + svg, v)v, V)
gd—1

(k — k) (z) + svp, vh, v) By (xh, vh, s, v)dsdv, (3.18)

T (24,00)
By = [ s e st ah s+ o + st 0)0,0)
k() + sup, vh, v)(Ey — EL)(z), vh, s, v)dsdv, (3.19)

where E, and E, are defined by (3.7).

Lemma 3.1 is proved in section 5.

Taking account of Lemma 3.1 and (3.11), and choosing an appropriate sequence
of functions “¢»”, we obtain the main result of this paper:

Theorem 3.1. Let T > 1 > 0. Assume that d > 2 and X is convex and (o, k) and
(6, k) both satisfy condition (3.6). Then the following statements are valid:
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i. if T > diam(X), then

7 (26,00) 7 (24,00) B
exp (—/ o(zg + svp, vé)ds) — exp (—/ a(zy + svp, vé)ds) < ||A=Ally1:
0 0
(3.20)
ii. if T > 2diam(X), then
T4 (25,9) -
/ / k— k‘ (g + svp, vy, v) Ey (5, vy, 8, v)dsdv
si-1 Jo

<ST(ehoug) swp Gyl spp)  swp \a By | (b, vhy,0)

s€(0,74 (x(,v)) s€(0,74 ()

vesd—
+[|A = Az, (3.21)
where || |lnr = ||| 21 (0m),01 (0 de)), L1 (0,7),L1 (4. .de))) and where E and E. are de-

fined by (3.7).

The proof of Theorem 3.1 is given in section 5.

Remark 3.1. One can prove that estimate (3.20) still holds a.e. (z(,v}) € I'—
provided that T > diam(X) and k € L>®(X x ST! x S¢°1) and without assuming
(3.6) nor that X is convex.

3.4 Second stability result

We now impose that the absorption coefficient o does not depend on the velocity
variable, i.e. o(z,v) = o(x), x € X. Then let
M = {(o(x),k(z,v',v)) € L®(X) x L™(X x S*' x §*) | (0, k) satisfies (3.6),

)
and o € H5"(X), ||o]] 4 i S Mollopllee < M}, (3.22)

for some 7 > 0 and M > 0. Using Theorem 3.1 for any (z{,v}) € I'_ we obtain the
following Theorem 3.2.

Theorem 3.2. Assume that d > 2 and X is conver. Let T > n > 0. For any
(0,k) € M and (6,k) € M the following stability estimates are valid:

i. if T > diam(X) then

) < Cil|A = A% 5, (3.23)

lo —al

wher —% <s< %l +7, K= d;fl(i;;), and Cy = C1(X, M, s,7);

ii. if T > 2diam(X) then

T (26,00)
/Sd 1 /

< GollA= Al (1414 - AlLE) . (3.24)

[ T 1 ’
k(zy + s'vg, vh, v) — k(zg + s'vg, v, v) | ds'dv

for (zg,v)) € T'—, and where k = d%i;g)%, 0<r<7, and Cy = Co(X, M,r,7);
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iii. in addition, if T > 2diam(X) then

Ik — Fl| o1 (eweiorxgiory < Cal|A — A5 (1 A - A ;j;) , (3.25)
where k = ;J(FHQ) ,0<r<7, and C3 = C3(X, M,r,T).

Theorem 3.2 is proved in section 5.

Remark 3.2. Stability estimates similar to (3.23) were given by Cipolatti-
Motta-Roberty [CMR, Theorem 1.1]. They proved (3.23) for s = —1 under the as-
sumptions k, k € L®(X, L*(S™! xS% 1)), max(||o]|o, |5 [loc) < M (and max(||o,]|oo,
|op]|loc) < 00). They also proved (3.23) for 0 < s < 7 under the assumptions k,
ke L°(X, L3S x $47Y), 0,6 € H2M(X) and max(|o] ol g47) < M.

H%*'F’

4 Proof of Proposition 3.2

Before giving the proof of Proposition 3.2, we need Lemmas 4.1, 4.2, 4.3.
Lemma 4.1. For f € L}(X x S*!) we have

£ (z,v)
/X>(§d1 f(z,v)dxdv = /Fi /0 f(z F sv,v)dsd§(z,v). (4.1)

For the proof of Lemma 4.1, see [CS2, Lemma 2.1].

Let m > 1. For U a subset of R™, we denote by xy the function from R™ to R
defined by
lifzeU,

0 otherwise. (4.2)

Xu() = {

Lemma 4.2. LetT >0 and let 1 < p < d%l. Consider the nonnegative measurable
function B : X — R defined by

/F+ /T+d1am(X) — (z — 2/)v)rld=3) ) ",

|z — ! — sv|p(2d=4)

for a.e. 2’ € X. Then
B e L>®(X). (4.4)

Proof of Lemma 4.2. We first consider the case d = 2.

We have
/ / / ! dvdsdp(z)
X J| g (s —(x—a)v)p
2T 1
/c‘?X/ / o P — 1 ds 3 — |l‘ _ JZ’| cos w) du)dsd,u(x)
2T 1

Lt a1 4
p—l/aX |z — a/|p—1 x/o (1 — cosw)p~1 .
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for a.e. ' € X. Hence using the estimate p < 1 + 5, We obtain

1 27 1 1
1Bllz=x) < / i sup / b @) <o (45)
p—1Jo ( o

1 —cosw)P 1 ex Jox |v— 2P~ H

Now assume d = 3. Using (4.3), spherical coordinates and performing the

[1Ph]

change of variables “s” = |z — 2/|s, we obtain

Ala’) < AX/S/ /| o0 x_x)|2pdsdvd,u(x)

™

o 1 2 d 1
= 2 —d — — dwd
7T/BX |z — a/|2p—1 e )/1 2s(p—1) /—’2’ dw (s? + 1 — 2ssinw)r~! was

1 > 1
< 9 - d ds.
< ”/ax P “(x)/l 20— D)s(s — 12

Therefore using the estimate 1 <p <1+ %, we obtain

1 * 1
wo(x) < 2 —d d . (4.
18| 2o (x ﬂ-ilel)g/ax P u(x)/l 3~ Da(s — 3% < (4.6)

Finally assume d > 4. Note that |[s—v(z—2')| = |(sv—(x—2'))v| < |[sv—(z—2')|
for s € R and x, 2/ € R%. Using in particular the latter estimate and (4.3), we obtain

Bla') < /M/S /| ) |Sv_‘g;v_(;|fd))l ldsdvd,u(x)
— ( _1 Y /E)X/Sdl H$—37'|U—( — )|)p(d_1)_1dvdu(:c)

3 d—2
— Vol(S*2 / d / Cos w do,
O( ) ox (p(d— 1) _ 1)(‘1'—33/‘\/_>p (d—1)—1 M(«T) : % W

-z (1 —sinw)
for a.e. ' € X. Hence using the estimate p < 1 + é, we obtain

N

1 1
d—2 S —
Pl < Vo) 0 |, )
z d—2
x/2 cosw O dw < 0. (4.7)
-z (1 —sinw)™ =

O

Finally, we need the following Lemma 4.3.

Lemma 4.3. Consider the nonnegative measurable function v : (0,T) x X x S471 x
X x S 1 = R defined by

t s1 _ _
o(x—s1v thvl)dpg(gj’x _ Sl’U)

t— (x—av)?3
x 0(z — s1v, 2" )k(z — s1v,v1, v)k(2', 0 v1)] = Ptame? (|tv _( o :13‘224 :

Ytz 0,2 0") = 272 0 (2 — o)) [ - J5 ole—svw)ds—

(4.8)

where 0 is defined by (2.10). Then

t
(/ Up(t — 81)A2U1(81)A2fd$1) (z,v) = / Y(t, x, v, 2" V) f(2! 0 da' do'
X x§d-1

0
(4.9)
fort € (0,T) and for a.e. (z,v) € X x S* ! and for f € L}(X x S471).
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Proof of Lemma 4.3. Let t € (0,T) and let f € L'(X xS%1). From (2.9) and (2.6),
it follows that

/ Ui(t — 51) AU (s1) Az fdsy = / / e=Jo " ol@—pu.w)dp— 5T o(e—(t—s1)v—pv1,v1)dp
§d—15gd—1

Xk(z — (t — s1)v,v1,0)k(z — (t — 51)v — s101,0, 1)
XO0(z,x — (t — s1)v)0(x — (t — s1)v,x — (t — s1)v — S107)
X f(x — (t — s1)v — syvg, v )dv'dvids;. (4.10)

Performing the change of variables “s; = t — s;” and then performing the change
of variables “r’ = z — (t — s1)v; — 510" (2%~ 2%6@ = dvids;), we obtain

(4.9). O

Proof of Proposition 8.2. Let ¢ € L'((0,n), L*(T_,d€)). Let u be the solution of
(2.2). Using twice Duhamel’s formula (2.11) and using (2.21) we obtain

u(t) = Ry(t) + Rao(t) + Ry(t) + R3(t), (4.11)

for ¢ € (0,T) where
Ri(t) = G_(t), (4.12)
Ro(t) = /tUl(t—t)Ag _(t)pdt, (4.13)

R?I)(t) = / / U1 t —t - Sl)AQUl(Sl)A2 ( )¢d81dt (414)

Rg(t) = / / / t - t — S9 — Sl)AQUl(Sl)A (415)
82 A2 ¢d81d82dt

From (4.12) and (2.18), it follows that

7_(z,v)
Rijoryxr, (t,z,0) = e Jo ole—sovlds gyt 1 (z,v),x — 7_(2,v)v, )
— / ar(t =t z,v,2 W)t 2 v )d' dE (2 v, (4.16)
(0,m)xT"—

where o is defined by (3.2).
From (2.9), (2.18) and (4.13), it follows that

_(z—t'v,0") , ;o
o(z—t'v—pv’ w'")dp

¢ , .

Ry(t,x,v) = / Oz, — t'v)/ k(x — t’v,v’,v)e‘fot o(@=pv.)dp=
0 Sd-1

Xp(t —t —7_(x —t'v, '),z — t'v — 7_(x — t'v, 0" )0, 0")dv'dt .

Hence

Rojoryxr_(t,z,v) = / as(t —t', z, v, 2 v )t ' v)dt' dE(2'0"),  (4.17)

(0,n)xI'—

where vy is defined by (3.3).

12



From (4.14) and (4.9) (with “t”=1t¢ —t), it follows that

Ri(t) = / X(0400) (t = )yt =t 2,0, 2" 0 )G_(')p(2', v")dt da’ dv',
(0,+00) x X xSd—1

(4.18)
where v is defined by (4.8). Using (4.18) and (4.8) we obtain
R;’§|(0 Tyxry (6T 0) = / ast(t —t',z,v,2" ) (G_(t") ) (2, )dt' dx'dv’,
’ * (0,T)x X xSd—1
(4.19)

where

~1 o / — [ g(z—pv,w)dp— [ 1 o(x—siv—pv1,v1)d
Q3 (T,:L',U,x7v):x(07+oo)(7-_|5(;_x|)[6 Jo'! o(a—pvv)dp— [y (z—s1v—pv1,v1)dp

X k(z — syv,v1,0)k(2', 0", 0)0(z, 2 — s10)0(x — syv,2')] o2
1750 —(z—a)v
T—s1

v1=

/ d—3
% |z — x/ — Tv|2d4 ( )

for a.e. (1,z,v,2/,v) € R x T} x X x S
From (4.15) and (4.9) it follows that

¢t pt—t
Ri(t) = / / / Y(t—t'=s9,x,v, 2", V") (U(s2) A2G_ (') @) (2", v")da'dv' dsqadt’,
0 Jo X x§d-1

(4.21)
where v is defined by (4.8). Hence

t t—t’
Romer )= [ [ ] Stmsn oo ) Us) 4G (0)0) (o' 0o ' dsad

(4.22)
for a.e. (t,z,v) € (0,T) x I'y where

;5/(7,7 T, 0, LU/, U/) _ 2d72X(0,7‘)<|x . .CL’/|) |:€7 ol o(z—svv)ds—[; ! cr(xfslvfpvl,vl)dpe(x’ I — 81U)

r—(r—a)v)?
x 0(z — syv, 2" )k(z — syv, v, v)k(2, 0, vl)]51:;(i:g::;§i> (|m T

(4.23)

for a.e. (r,z,v,2’,v") € (0,T) x T x X x S 1.
Let v € L°((0,T) x I'y). Assume that k € L=(X x S x S91). From (4.19)
it follows that

T
/ A @Z’(taxav)Ré\(o,T)xm (t,z,v)dtd¢(z,v)
0 +

T
/ (G_(t/)gb)(a:’,v/)/ / as'(t —t',z,v, 2", v)(t, v, v)dE(z, v)dtdt da’ dv’
(0,T)x X xSd—1 0 Iy

< HG*(')¢‘|L1((O,T)><X><Sd—1)

T
/ / as'(t —t,z,v, 2", v)(t, x,v)dé(z, v)dtdt’
o Jry

Lo (Ry x X, x84
(4.24)
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From Lemma 4.1 and (2.18), it follows that

|G- ()0l L1 (xxsi-1) < @l L1 (0,21 (T ag)), for t' € (0,T). (4.25)

From (4.20), Holder’s inequality and Lemma 4.2, it follows that

—t' v, 2 0t v)dE(x, v)dt‘
r

<||k;||2//F Xowoot =¥~ fo ~@DE =8 = @ = dD)TP, e o

22— d|ZL‘ — ! — (t _ t/)U|2d_4

1
7/

<2 / [ hote.a o agt wjar) " gy

1 T , v
<2 LBy ([ [ ot 0P i) (126

for a.e. (¢,2',0v") € (0,T) x X x S,
Using (4.24)—(4.26) we obtain

W(t, x, U)Réuo,T)xm (t, z,v)dtd&(z,v)

Iy

1
1 T , I
< XN ooy ([ [ 0o 0P detir)
+

(4.27)

In addition from (4.22), Holder inequality, (4.23) and Lemma 4.2 it follows that

Y(t, x, U)R§|(O,T)><F+ (t,z,v)d¢(x, v)dt‘

Iy

:/ ¢txv// / At =t — s9, 0,2 V")
I'y X xSd-1

X (U(s2)AsG_ (")) (2, v")da' dv' dsodt' dE (x, v)dt|

Tt/
= / / / U(s9)AxG (' v / / X(t+s2,1) (D) (t, 2, v)
X xSd- 1 F+

X At =t — sq,x,v, 2" 0 )dtdE(x, v)dx'dv'dsydt’ |

///X U(s2) A2G— ()0 (2, v')

( / / XWHQ,T)(t)ww(t—t'—S2,x,v,x',v’>dtds<x,v>) dsydt'da o’
o Jry

RS

y ( / |@/}(t,x,v)|p'dtd£(x,v)>p/
(0.T)xT;

T—t'
< 22 K2 1812 / / / U(s2) A2G_ ()] (o', o' )da' ! dsydt
X><Sd1

(/(O’T)m (¢, 2, v)|7 dtdé (x, v)) . (4.28)
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Moreover using (4.25), the equality ||As|| = ||op|lc and the estimate ||U(sz)|] <
es2llovlle for s, > 0 (see Trotter’s formula [T] U(sy) = s — lim,, .o <U1( 2)e 3’42)

where U; and A, are defined by (2.9) and (2.6) respectively), we obtain

T—t
/ / / Ul(s2)AxG_ ()| (¢',v")da'dv' dsydt
X x§d-1
Tt
/ / d—682||0p||ood82dtlHQbHLl((O,??)XF_,dtdg)
0 0 So

< T<€T”UPH°° — DAl (om,cr (- de))- (4.29)
Combining (4.27)—(4.29), we finally obtain

IN

w(tv L, U)(‘R% + R%)\(O,T)xfur (ta L, U)df(l’, U)dt

Iy

<272 k|1% ||5||Loo TGTHU”HW||¢||L1 ((0,m), L1 (T_ dg))

« < /0 /F + \w(t,x,v)|pld§(a¢,v)dt>ﬂ. (4.30)

Proposition 3.2 follows from (4.16), (4.17) and (4.30). O

5 Proof of Lemma 3.1, Theorems 3.1, 3.2

Proof of Lemma 3.1. First note that using twice Lemma 4.1 we obtain

/ /T_fx; wv,v)dwdé(x,v) = [ f(z,v)dxdv —/ " Q}Ux—i—sv v')dsdé (!0,
Iy X xSd— 1

(5.1)
for f € LY(X x S471).

We first prove (3.16). Let T' > diam(X). We have, in particular, ' > 7_(x,v)
for any (x,v) € X x ST!. From (3.13) and (3.10) it follows that

Li(¢,e1,e9) = /F O, (x,v)fe, (x — 7_(z,v)v,v)dé(x, V), (5.2)

where &, is the continuous function on I'; given by

T_(z,v) _

r T_(z,v)
Oy (2,0) = / @b(t,x,v)gaz(t—f_(x,v))dt(e—Jo o(e—svo)ds _ = f7~
7 (z,0)

9

o(z— sv,v)ds>

(5.3)
for (z,v) € I'y (we used also suppg., C (0,+00)). The continuity of ®., follows
from the assumptions (3.6), the continuity of ¢ and g¢., and the continuity of 7_
on I'y (X is convex with C' boundary). From (5.1) (“f(z,v) = —+ Ty Pe (@ £

T(x,v
T (z,v)v,0) fe, (x — 7_(z,v)v,v)") and (3.8), we obtain

/% (@, 0) fer (2 — 7 (2, 0)v,v)dE(x, v) = /‘1%2 (@' + 7 (2, 0, ) o, (o, ) dE (2, )

ry r_
g / oINS [T+ @00 o(zh+svy)ds f7'+(230 ) o (zh+svy)ds
— U(t, xg + 74 (2, vo)vp, vp) | €7 oo oo
10" S (ahvp)
/ /
X e, (t — T4 (x5, vp) ) dt. (5.4)
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The limit (3.16) follows from (5.2), (5.4), (3.9) and the continuity of ¢ and (3.6).

We prove (3.17). Let T' > 2diam(X). We have, in particular, T > s + 7, (2’ +
sv',v) for s € (0,7 (2',v")) and (2/,v") € I'_. From (3.14) , it follows that

L, 1, ) :/F+ /OT(M) /OTw(t,x,v) (5.5)

X / (k(z — wv, v, 0)E_(z,v,w,v") — k(z — wv,v',v)E_(z,v,w,0"))
§d—1
Xge,(t —w —7_(x — wv,v")) f,(x — wv — 7_(x — wo, v )V, V") dv' dtdwd€ (x, v).

Using (5.5) and (5.1), we obtain

L(th,21,29) = / Uy (o 1) o (o 0 E (1), (5.6)

where

T+(z' W) pT
v = [ [T Bl 2’ + 50+ 7 (2 + 50,0, v)
Sd-1 Jo s+74 (2 +sv' v)
X (k(a:' + sv', 0 0) By (2,0, s,0) — k(! + sv' 0" 0)Ey (20 s, v))
Xge,(t — s — 7o (2' + sv',v))dtdsdv, (5.7)

for (a/,v") € T'_. From (3.6), (3.7) and the continuity of ¢ and g¢.,, it follows that
., is continuous on I'_. From (3.8) and (5.7) it follows that

/F o, 0 fon (', o )dE (2! )

Ty (x(,00) T
/ / / /
? / / / ¢(tax0 +SU0 +T+(l‘0 +SUO?”)U7U)
e1—0t Jsa-1 Jo s+74 (x)+5v),0)

(B (3, v 5, 00k + sty 0y, 0) — By (it ,0)F(ah + s0,0,0))  (5.5)
X ey (t — s — T4 (z(, + s05,v))dt) dsdv.
The limit (3.17) follows from (5.6), (5.8), (3.9), (3.6), the continuity of ¢ and the

Lebesgue dominated convergence theorem. O]

Proof of Theorem 3.1. We first prove (3.20). Let 7' > diam(X). Let €3 > 0 and let
1, be a continuous and compactly supported function on (0,7") x I'; that satisfies

0 <, <1 and supptye, C {(¢t,z,v) € (0,T) x 'y | [v—vy| < ez}, (5.9)
ey (t,z,v) =1 for (¢,x,v) € (0,T) x 'y such that

T — A
o=l < 2t = o )] < T D)
From (3.16) and (5.9), it follows that
LWy, e1,0) = e~ Jo 70" otah=svbids _ o= [0 oah s utds, (5.10)
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Using (3.17), (5.9) and the estimate o > 0, we obtain

lim lim I €1,€
g0 &1 50+ 2(¢537 1, 2)

< diam(X) (|[kllc + [l / v,
|v7v6\<53
Hence
53,11—r>r()1+ szh—{%+ E}EISJV 12(1/}63761762) =0 (511)

From (3.15) and (5.9), it follows that

1
7

[I3(Yey, €1,62)] < C</0T/ax /vegd_1 dvd,u(:v)dt)p
!

/
v—vg|<eg
1

< C(Vol(aX)T);ll( pesd—1 d/U)p/

|v7v6\<a3

?

forg; > 0,i=1...3. Therefore

lim lim sup lim sup I3(t,, €1, €2) = 0. (5.12)

e3—0" o0t g0t

In addition, from (3.11)—(3.12) it follows that

111 (Yey, €1,82)] < || A — AHn,T + [1o(Vey, €1, €2) + 13(1ey, €1, €2)], (5.13)

fore; >0,1=1...3.
Combining (5.10)—(5.13) we obtain (3.20).

Now we prove (3.21). Let T' > 2diam(X). Let U := {(t',v) € (0, 74 (x5, vp)) ¥
ST (k= k) (zf + t'v), vy, v) > 0}. From (3.6) it follows that U is an open subset
of R x S 1. Let (K,,) be a sequence of compact sets such that |J _K,, = U

meN M

and K,, C K,,41 for m € N. For m € N let x,, € C®(R x ST} R) such that
Xk, < Xm < xv (where xg, and xy are defined in (4.2)), and let
Pm = 2Xm — L. (5.14)

Thus we obtain

lim (k — k)(z) 4 t'v), vh, v)pm(t', v) = |k — k|(z} + t'v), v}, v), (5.15)

m——+o00

for v € S¥1 and ¢ € (0,7, (2}, v})).
Consider

V= {(te,) € 0T) x Ty [ Jo— (gl > 6, 9 <t<T—2} (516

1
Vsi = {(t,z,v) € (0,T) x T'y | |v — (vvj)vy| > + it §<t<T-46}, (517)

for 0 < § < ™MD and [ € N, 1> 2. For 0 < d < 220D and | € N, 1 > 2, let 5,
be a continuous and compactly supported function on (0,7") x I'; such that

XVs, < X1 S Xvs (5.18)
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(where xy,, and xy, are defined in (4.2)). Finally, for 0 < § < M and m,l € N,

[ > 2, let Y516, be the continuous compactly supported functlon on (0,7) x 'y
defined by

¢6,m,l,€3 (tv Z, U) = X5,l(t7 Z, U) (§63 (t — S5 S,)pm(‘S? U)) P z) (v —(ve)v) (519)

sy o
o (z— :co)(v (vvo)uo)
1— (vvo)2
where (., € C®(R), (,(s") =1 for s" € [—e3,e3], 0 < (., < 1 and (,(s") = 0 for
|S”| Z 263.
From (3.16), (5.19) and the equality xs,(t, z(+7 (2, v))vy, vy) = 0 for t € (0,7T)
(see (5.16)—(5.18)), it follows that

lim  Hm [y (Ysmes,€1,62) =0 (5.20)

82—>0+ 51—>0

for0<5<%,m,l22,53>0.

From (3.18)—(3.19) and (5.19), it follows that

L(Vsmie,) = /sd 1 / o Ces (0) x50 (s + 7o (25 + sv5,0), kg + svy + 7o (25 + S5, V)V, v)
X pm(5,0) (k — k) () + sv), v, v) B (), v}, 5,v)dsdv. (5.21)
Bltimied = [ [ GlOalo 47l 4 500,25+ st 47 e+ 500,
X pm (5, 0) (2} + s0)), v}, v) (E+ — E+) (x4, v, 8, v)dsdwv, (5.22)
for 0 < § < ML) 2, ¢ 3 > 0.

m, | >
Note that using (5.16 ) (5.18) we obtain

llirglo Xvs, (B, 1,0) = xvs(t, 2, 0), (5.23)

for (t,x,v) € (0,7) x 'y and 0 < § < %
From equality (.,(0) = 1, (5.21), (5.23) and the Lebesgue dominated conver-
gence theorem, it follows that

Z4,0()
zhin L(Vsmies) = / / Xv; (8 + T4 () + svg,v), 2 + svy + T4 (2 + sv, V)V, V)
—100 sd-1 Jo

X P (5, 0) (k — k) (xh 4+ svp, vh, v) EL(xh, vh, s, v)dsdv,

for 0 < < M ,meN, [ >2 e3>0. Therefore, using (5.15) and the Lebesgue
dominated convergence theorem, we obtain

T (2, vO)
lim  lm I (Ysmies) / / xvs (8 + T4 (g + svg,v), 2 + svy + T4 (2 + svg, V)V, V)
m——+00 [—4o00 gd—1

XE+($O, UOa S, U)‘k o k‘(.’EE) + SU67 ’U[/), U)deU>

mln( T)

for 0 < § < , €3 > 0. Using this latter equality and (5.16), we obtain

T (x(),0) B
lim lim  lim  lim Iy (Ysmie,) = / / |k—k|(xg+svy, vy, v) By (25, v, S, v)dsdv.
Sd-1

§—01 e3—0+ m—+4o00 [—+00
(5.24)
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From equality (.,(0) =1 and (5.22) it follows that

|[22 (w&m,l,&s)' < diam(X) sup 5p(x{)+sv6, U(l)) sup (E-i- - E+)($6, U(/)7 S, U) )
s€(0,74 (z(,v0)) oe ZESd(—ll /|
S T+ (150,'110

(5.25)
for 0 < § < ™2MLD 5y e N, 1> 2, 65 > 0.
Note that using (5.19) and the estimate 0 < p,,, < 1 for all m, we obtain

T
[ [ Witz
0 Iy
/ dé(z,v)dt, 5.26
/0 /F+ Xou(t, 2, 0)P (o (t — s — Sl)s o (2, v) (5.26)

1— (’U’U/ )2

o= o) (vvg)vp)
1— (vv0)2
for 0 < 0 < m1n( D m e N, > 2, e3> 0. Therefore using the definition of (., we
obtain
/ / |¢5ml63 t T U)|p dé- Z, U dt </ / —2¢e3, 263] t S— 8)5 (- To)(”o (vt o) dé’(w ?J)dt
o 1— (vv )
lo— (vuo)v [>5 sf,(;%ﬂd
(5.27)

for 0 < § < M, m €N, 1 >2 e3> 0. Using (5.26)—(5.27) and the Lebesgue
dominated convergence theorem, we obtain

T
lim hmsuphmsup/ / |¢5,m,l,53(t,$7U)|p,d§($aU)dt:
Ly

e3—=0t m—too l—4o0o

min( lT

for 0 <0 < . Using this latter equality and (3.15), we obtain

lim lim limsuplimsuplim sup limsup |[/5(¢smies,€1,2)| = 0. (5.28)
6—0t e3=0" mtoo  I—+oo e2—0+ 10+

In addition, from (3.11)—(3.12), it follows that
|]2(¢5,m,l,837 €1, 62)| S ||A - AH’U,T + |]1(¢5,m,l,637 €1, 62) + 13(¢5,m,l,63a €1, 82)|7 (529)

for 0 < 6 < ™D "y e N, 1> 2 & > 0,i=1...3. Combining (5.29), (5.24),

(5.25) and (5.28) we obtain (3.21). O

Proof of Theorem 3.2. The method used to prove (3.23) is the same as in [W] and
[BJ1]. For the reader’s convenience, we adapt the proof given in [BJ1] with minor
modification.

Let (o,k), (5,k) € M. We extend o and & outside X by 0. Let f = 0 — & and
consider P f the X-ray transform of f = 0—¢ defined by Pf(x, @) := fj;o f(tp+x)dt
for (z,¢) € TS* = {(2,v) € R x S*! | vz = 0}.

From fix € He7(X), it follows that

1£1ly-3 ) < DA X)IPFL (5.30)
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where

1Pl (/ /|Pf 2dwdw>%

and D;(d, X) is a real constant which does not depend on f and I, := {z €
R? | zp = 0} for ¢ € ST 1. Note that Pf(z,p) = 0 for (x,9) € TS and
|z| > sup,cx |2]. Therefore using also (5.30) we obtain

1713 ) < Dol X) P fll oo, (531)

where Dy(d, X)) is a real constant which does not depend on o, 7.
We also use the following interpolation inequality:

d+27—2s
[f ey < ] d+iifr||f|| o (5.32)
for -1 <s <447 As(0,k) € M, it follows that
lollee < Ds(d, F)l|o] 4.7 < Ds(d,7)M. (5.33)
Therefore,
T (x(,v()
/ o(xy + svy)ds < diam(X)Ds(d, 7) M, (5.34)
0

for (x(,v)) € I'_. From (5.34), it follows that

_ 4+ (2(,v() ’ , T4 (20:v0) - 1o i ~ ~
e Jo o(zh+svp,v()ds —e —Jo & (zh+sv),vp)ds > e dlam(X)Dg(d,r)Mlp(O,_O_) (xi)’ Ué)’,

(5.35)
for (zf,v4) € T'_ (we used the equality et — e’ = e¢(ty — t1) for t; < t5 € R and for
some ¢ € [ty,t5], which depends on ¢; and t5).

Combining (5.35), (5.31) and (3.20), we obtain

—diam(X)D3(d,7) M
D2 (da X)

Combining (5.36) and (5.32), we obtain (3.23).
We now prove (3.24). Using (3.7) and (5.33), we obtain that

7+ (zg,v0)
/S'd_l A

) ~ T (2,00) B
> eleam(X)DS(d”")M/ / |k — k|(zq + svg, v, v)|dsdv, (5.37)
Sd—1

(&

lo = &1,y-3 o, < 14 = Allyr (5.36)

k(z}) + sv), vh,v) — k(z) + sv), vh, v)| E(xh, vh, s, v)dsdv

for any (g, vg) € I'—.
As (6,k) € M we have ||6,lc < M. Using the latter estimate and (3.7), we
obtain

sup  op(xh +svh,vy)  sup B — El(x), v, s,v) < Me2iam(X)Ds(dnM

s€(0, 7'+(370 Uo)) (z,vp) €T~
SE(O,T+ (16,1;6))

s T4 (z(+sv(,v)
X sup ﬁa—&](m—pv,v)dp—i—/ lo — &|(zf + suy + pv,v)dp
(g vp)Er— 0 0
SE(O,T+(JJ6,’U’O>)
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< 2diam (X)) M 2damCODs@NM ) 5 5| (5.38)

for any (z),vy) € T'_. (We also used |e* — e¥| < emax(ublaD|y — §| where u =
— Jy o(zh+pvg, vg)dp— [ (w0 +sv0.:0) 7 (zh+ svy+pv,v)dp and @ denotes the real num-
ber obtained by replacing o by ¢ on the right-hand side of the latter equality that de-
fines u ; using (5.33) (for ¢ and for &) we obtain max(|u/|, |a|) < 2diam(X)Ds(d,7)M.)
Note that |lo — 6lle < Ds(d,7)|lo —al|, ¢, for 0 <r <7 (see (5.33)). Therefore,
combining (5.37), (5.38), (3.21) and (3.23), we obtain (3.24).

Let us finally prove (3.25). Let 0 < r < 7 and let k = it(i—r;f‘ From (3.24) it
follows that

[
r-Jo Sd-1

(k = E)(xh + 505, vl v) | dvdsde(a, vh) < Dall A=Al (14 14— A z)

(5.39)
where Dy = Cs [ dé(xf),v)) and C is the constant that appears on the right-hand
side of (3.24). From (5.39) and Lemma 4.1, we obtain (3.25). O
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